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The escalating environmental repercussions arising from the energy consumption and greenhouse 

gas emissions of information and communication technologies (ICT) have spurred a growing 

emphasis on researching and adopting Green communications and computing practices. The 

primary objective is to develop sustainable ICT-based services that meet users' needs and minimize 

their environmental impact. Despite the rapid progress in sustainable solutions, managing energy 

usage remains a pressing concern. Sustainable multimedia communications and services entail 

designing and implementing multimedia-based communication systems with a strong focus on 

reducing their environmental footprint while optimizing efficiency and user experience. Research 

efforts often centre around devising algorithms to enhance the utilization of renewable energy 

sources, decrease computational complexity, optimize resource allocation, minimize data storage, 

and enable automatic device switch-off when not in use. In addition to adhering to device-imposed 

energy and resource constraints, sustainable multimedia communications and services must also 

meet essential Quality of Service (QoS) and Quality of Experience (QoE) standards to meet user 

expectations. Thus, the Special Issue (SI) on Sustainable multimedia communications and services 

aims to tackle emerging concepts and challenges concerning energy efficiency and sustainability 

for multimedia-based applications and services. The SI endeavours to pave the way for a greener 

and more environmentally responsible ICT landscape by investigating these crucial research areas. 

The first paper visually illustrates the user sufficiency sub-category by analysing quality-energy 

curves. By quantifying the trade-offs between user experience and energy consumption, this study 

enables the measurement and implementation of actionable interventions, facilitating the 

assessment of potential carbon reductions.  

In the second paper, the authors summarise their most recent concepts and discoveries concerning 

two fundamental video communication services components: encoding and decoding. Various 

methodologies are thoroughly discussed for assessing and mitigating the energy consumption of 

diverse video encoder and decoder implementations.  

The third paper introduces a new hybrid P2P-CDN framework that leverages Network Function 

Virtualization (NFV) and edge computing for live video streaming. The framework aims to reduce 

server energy consumption, support low latency, and enhance video quality by efficiently 

distributing tasks across a hybrid P2P-CDN network.  
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Abstract 

With the effects of climate change globally manifesting, all sectors of the economy and society are aiming to 

reduce their carbon emissions. For the ICT sector the concept of sufficiency has been proposed as a paradigm 

to go beyond efficiency improvements towards an absolute reduction of carbon emissions. Yet little is known 

about the practical implementation of sufficiency and its carbon reduction potential. We are providing a concrete 

example of the user sufficiency sub-category by considering the quality-energy curves, in order to make trade-

offs between user experience and energy consumption measurable and actionable, and allowing to quantify the 

carbon reduction potential from this intervention.  

Keywords: QoE, Sufficiency, Sustainability, Video Streaming, Energy. 

 

1. Introduction 
Growing attention has been given to the carbon footprint of video streaming. The reason is that video 

comprises the vast volume of streams data [1]. Popular examples of exchanged video data are on-demand 

streaming of movies (Netflix, Apple TV, HBO, Amazon Prime, etc.), live video conferencing, and collaborative 

online workspaces (Zoom, Webex, MS Teams, etc.). Furthermore, advances in powerful and affordable mobile 

devices and cloud computing techniques, have facilitated consumers to create and share live or on-demand short 

User-Generated Content (UGC) clips over social media/sharing platforms (Instagram, Facebook, TikTok, 

YouTube, etc.). The increased volume of exchanged video data and environmental awareness are interconnected 

[2] suggesting that efficiency must improve as technology usage increases if sustainability targets are to be met. 

In this paper, we provide a position of our future research on how we could drive video streaming by taking into 

consideration the quality of experience and the required energy expenditure. 

 

2. Related work 
Innovation and optimisation of video codecs can affect the energy consumption in all parts of the streaming 

pipeline, namely the encoder. Previous researches have first focused on the energy profiling of video encoding 

and decoding for different standardised technologies, such as H.265, VVC, and AV1 [3]–[6], either using software 

estimators of power such as Intel’s RAPL [7] or hardware-based power meters, such as Tektronix PA1000. 

Moreover, research has focused also assessing the energy consumed at decoding on different end user devices, 

e.g., phones, laptops, displays [6], [8]. 

Further to energy profiling, Schien et al. [9] and Herglotz et al. [10], have identified potential solutions to 

increase energy efficiency. Schien et al. [9] have evaluated a short-term intervention that would impose a spatial 

resolution restriction in video streaming from Full High Definition (FHD) to High Definition (HD) and found 

minimal short-term savings. Herglotz et al. [10] have studied the effect of video codec switching, from VP9 to 

H.264 and vice versa, and switching device, from laptop to PC and the respective combinations with codecs. They 

found that energy saving can indeed occur with the right combinations. Yet methods to reliably estimate the long-

term carbon reduction potential from interventions on the video streaming pipeline are currently lacking. While 

technical solutions can increase the efficiency of services, they are embedded and constrained by boundaries set 

within a socio-technical context. 

 

3. QoE Sufficiency for Sustainable Video Streaming 
In response to the lack of literature studies, the concept of “sufficiency” has been proposed to refer to strategies 
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that directly aim for absolute impact reductions from lowering production and consumption [11]. Although 

sufficiency and related to this, sobriety is increasingly advocated, their actual potential to affect meaningful 

carbon reduction has not been explored. User sufficiency in video streaming refers to satisfying user quality 

(objective) needs or (subjective) expectations with the lowest use of resources in shared infrastructure (data 

centres and networks) and on user devices. Quality of experience is also further constrained by technical 

capabilities. For example, users with a low bandwidth network (e.g., less than 2 Mbps) or older screens (less 

than FHD resolution displays) might be limited and expect Video Multi-Method Assessment Fusion (VMAF) 

[12] scores between 70-801. While a user with a 4K TV and fibre broadband is able (and expect) VMAF scores 

of 90 and higher. 

Additionally, it is important to consider that the quality-energy (QE) relation like the quality-rate (QR) relation 

is content-dependent. Therefore, those two curves, QE and QR, are not always aligned. This is illustrated in the 

example QR and QE curves of Fig. 1. The two subfigures show the QR and QE curves for two sequences from 

the YouTube-UGC dataset [13], encoded at nine quantisation points (QP), namely 𝑄𝑃 = {12,18, … ,60}, with 

SVT-AV1 [14] codec with medium preset. The energy reported in these graphs was measured during encoding 

and decoding using a Tektronix power meter on an Intel(R) Core (TM) i9-7900X CPU @ 3.30 GHz with 46 GB 

RAM. The quality values are represented by the VMAF metric [12], that is used by many video providers as it 

is better aligned with visual human perception. In this example of Fig. 1, it can be seen that for the Animation-

646f sequence the curvature and saturation point of the QE and QR curves are almost aligned, while this is not 

the case for the Television-5278 sequence. In the latter case, the curvature of the energy expenditure occurs at a 

lower QP value. Similar patterns can be observed in many other types of content and confirm that the energy 

optimisation of video encoding and streaming has to take into consideration the content characteristics. 

 

 
Figure 1: Examples of VMAF-Rate and VMAF-Energy curves using SVT-AV1. These examples demonstrate a 

different quality-energy tradeoff that cannot be directly aligned with the VMAF-Rate tradeoff. Both sequences are FHD, 

with 30 fps framerate for Animation-646f and 25 fps for Television-5278. 

4. Working Towards Sustainable Video Streaming 
Following the discussion above, our position is that we need to explore the use of the QE curve towards greater 

user sufficiency. This can further be used straightforwardly to drive adaptive bitrate streaming. This means that 

content-gnostic adaptive bitrate streaming ladders constructed by sampling the quality-rate Pareto front, as in 

our previous work [15], need to be re-designed by taking into account the quality-energy trade-offs. It also 

enables estimating the absolute carbon reduction potential from quality constraints [9]. Finally, the Pareto-curve 

can be used to guide the implementation of user sufficiency in design. For example, behaviour change might be 

supported by allowing users to choose desired quality levels for varying consumption contexts and provide 

information on carbon savings alongside such choice. For our future work, we will explore this dimension and 

will propose a framework that takes into account the quality-rate curve characteristics for an end-to-end 

optimisation. 

 

                                                      
1 VMAF assumes values in the range 0-100 with 100 representing excellent quality. 
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Abstract 

In the past decade, the increasing use of video communication services has led to video communications 

contributing substantially to greenhouse gas emissions nowadays. As a consequence, researchers started 

investigating the reasons for the high energy consumption and are coming up with solutions for significant 

energy reduction. In this paper, we review our latest ideas and findings with respect to two important parts in 

video communication services, namely video encoding and video decoding, which are both performed on 

billions of devices worldwide.  

Keywords: Energy, Video, Encoding, Decoding. 

 

1. Introduction 
Today, online video applications are ubiquitous. Online video services provide diverse applications such as 

video sharing, teleconferencing, video streaming, or Internet protocol television. Furthermore, end-user devices 

such as smartphones, tablet PCs, desktop PCs, and TV sets are easily accessible such that billions of people 

make use of this technology everyday. 

Studies revealed that the worldwide video communication infrastructure nowadays contributes substantially 

to greenhouse gas emissions [1]. A main reason is the large number of end-user devices, which cause greenhouse 

gas emissions in device production and during the use of video services. Another reason is the encoding of 

videos, which, depending on the encoding setup, can lead to substantial energy consumption on the provider 

side [2]. 

In this work, as illustrated in Fig. 1, we summarize our research concerning the energy consumption of 

encoding and decoding videos in Sections 2 and 3. We will show that these two components, which are essential 

in video communication pipelines, inherit large potentials for saving energy. 

 

 

Figure 1: Energy measurement, modeling, and optimization for video encoding (left) and decoding (right). The solid 

arrows indicate the classic information pipeline in video communication systems and the dotted arrows the opportunities 

to achieve energy reductions on the encoder and the decoder side. 

 

2. Video Encoding 
It is well known that video encoding is much more complex than video decoding. The reason is that usually, 

practical encoders need to test a high number of coding modes and select the mode leading to the lowest costs 

in terms of rate and distortion. In contrast, the decoder only has to process the mode selected by the encoder, 

such that the overall complexity is much lower. 

Therefore, it is worthwhile to investigate opportunities to reduce the complexity and thus the energy 
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consumption of the encoding process. A great deal of research targets efficient implementations or fast encoder 

decisions [3]–[7]. Also, most modern encoder implementations provide so-called presets, which can be chosen 

to find a trade-off between encoding time and the desired compression performance [8]. 

A methodological problem in these approaches is that they target a low complexity or a low processing time. 

Although the complexity and the processing time are highly correlated with the actual energy consumption [9], 

minimizing them does not ensure that the actual energy consumption is reduced. Consequently, we propose to 

focus on the energy consumption of video encoding. We develop measurement procedures, perform detailed 

analyses on measurement results, and optimize encoders with the explicit goal of reducing the encoding energy. 

A corresponding measurement setup and first results on the encoding energy consumption and its relation 

with the encoding time is shown in [9] for the High-Efficiency Video Coding (HEVC) standard [10]. The 

corresponding part in Fig. 1 is the encoder’s power meter and the encoder energy modeling. We found that next 

to the actual encoding time, which can approximate the encoding energy with a mean relative error of roughly 

8% for the x265 encoder implementation [11], the encoding time of the fastest preset is a good estimator for the 

encoding energy of other presets (mean relative error of roughly 11% across all presets). Hence, the very 

lightweight and low-energy preset can provide a good estimate on the energy consumption at a high-energy 

preset, which can help developers in selecting an appropriate preset and thus save energy. 

In a similar direction, we developed a method to perform processing time control during encoding AV1 bit 

streams [12]. It allows the encoder to reach a user-defined encoding time with a high precision [13] and is 

indicated by the dashed arrow from the encoder energy modeling to the encoder in Fig. 1. The method performs 

adaptive preset switching during the encoding process and switches the preset on a frame-by-frame basis. The 

desired target time was reached with a mean relative error of 9%. In the future, it is planned to extend this 

approach towards encoding energy control such that users of the encoder can set the desired energy consumption 

of the process. 

On top of this, there is a high potential for further improvements. For example, concepts such as rate-

complexity-distortion optimization [14] or encoding time optimizations [3] could be adapted to encoding energy. 

Also, the space of encoder configuration capabilities using video parameters such as frame rate or resolution 

and the enabling and disabling of coding tools [15] could be further investigated to optimize the energy 

consumption of encoders. 

 

3. Video Decoding 
Substantial work has also been done in optimizing video decoders. Similar to video encoding, a lot of work 

targeted to reduce the decoding complexity or the decoder processing time [16]–[18]. Also, a common approach 

is to develop dedicated hardware chips that consume less energy than classic software decoders on a CPU [19]–

[22]. 

Also in this case, we propose to focus on the actual energy consumption of the decoding process. In this 

direction, similar to encoding, we developed dedicated measurement methods and analyzed the energy 

consumption of existing software as well as hardware decoders in detail [15], [23], [24]. Analyzing the 

measurement results, we find that the decoding energy can be modeled using a wide variety of different 

classifiers such as high-level video features [25], the decoding time [26], and bit stream features [23], [27], 

which was validated for multiple different video codecs [28]. With the help of this knowledge, we are able to 

develop various methods to reduce the decoding energy consumption. 

A powerful method to reduce the decoding energy is teaching encoders to generate decoding-energy-saving 

bitstreams (dashed arrow from decoder energy modeling to the encoder in Fig. 1). In this direction, the classic 

rate-distortion optimization (RDO) process [29], which selects the best coding mode during encoding, is 

extended to decoding-energy-rate-distortion optimization (DERDO) [30]. We find that it leads to maximum 

decoding energy savings between 30% and 40% for the HEVC video codec. To achieve this, we exploit a bit-

stream-feature-based energy estimation model which calculates the estimated decoding energy during encoder 

runtime. This information then helps to select coding modes leading to a low decoding energy. 
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For the successor codec Versatile Video Coding (VVC) [31], we developed a different method which enables 

and disables coding tools during encoding [15]. We performed extensive measurements on the impact of 

disabling coding tools on rate-distortion performance and decoding energy consumption and derived optimized 

encoder configurations [32]. We find that by disabling computationally complex coding tools, decoding energy 

savings of more than 40% can be achieved. 

Another application for bit-stream-feature-based models is the use in metadata of the video bit stream. In the 

context of the Green Metadata standard [33], we developed syntax elements for a supplemental enhancement 

information (SEI) message, which can be used by the decoder device to reduce its power consumption when 

using software decoding [34]. The principle is as follows: 

During encoding, the encoder collects statistics on the use of certain coding tools in a defined segment (e.g., 

a number of frames) of the final bit stream. These statistics are transmitted to the receiver as side information. 

With the help of these statistics, which are transmitted prior to the actual video information, the decoder can 

estimate the processing time or processing energy for decoding the corresponding video segment (dashed arrow 

from the decoder energy model to the decoder in Fig. 1). In order to keep the constraint that the video segment 

needs to be decoded in real-time, the decoder can then calculate an available CPU time budget for the segment. 

If the time budget exceeds the estimated processing time, the device can reduce the CPU’s frequency using 

techniques such as dynamic voltage and frequency scaling (DVFS). This will ultimately lead to a reduced power 

consumption [35]. 

Another direction targeting energy-efficient video decoding deals with spatio-temporal scaling of the video 

before compression. In terms of rate-distortion performance, it is well known that at lower bitrates, it can be 

beneficial to reduce the spatial resolution of a video to increase the compression performance [36]. In our works, 

we evaluate the impact of reducing the video’s spatial and temporal resolution on the decoder’s energy 

consumption. Concerning the spatial resolution, we find that for HD sequences, it is highly beneficial for the 

smartphone’s power consumption to spatially downscale the video [37]. Power savings up to 15% are reported. 

For temporal downscaling, which corresponds to a reduction of the frame rate, the effectiveness of the scaling 

process highly depends on the content of the sequence [38]. As such, temporal downscaling is beneficial for 

highly static videos, however it can be detrimental in sequences containing complex motion. Power savings up 

to 80% are observed at the same visual quality. In the Green Metadata standard [33], such rescaling can be 

requested by the decoder (dashed arrow from the decoder to the encoder in Fig. 1). 

In future work, we will apply these concepts to other video codecs and combine them to foster further energy 

savings. Also, more research can be performed on specialized hardware decoder implementations, which are 

used on most modern portable devices. 

 

4. Conclusion 
In conclusion, video encoding and video decoding are essential processes in online video systems that 

consume a significant amount of energy. We discussed various approaches to analyze and reduce this energy 

consumption of various video encoder and decoder implementations. In future work, we will investigate further 

opportunities for energy reduction and extend our research towards upcoming technologies such as neural-

network-based image and video compression and the joint optimization of encoding and decoding energy. 
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Abstract 

Streaming segmented videos over the Hypertext Transfer Protocol (HTTP) is an increasingly popular 

approach in both live and video-on-demand (VoD) applications. However, designing a scalable and adaptable 

framework that reduces servers’ energy consumption and supports low latency and high quality services, 

particularly for live video streaming scenarios, is still challenging for Over-The-Top (OTT) service providers. 

To address such challenges, this paper introduces a new hybrid P2P-CDN framework that leverages new 

networking and computing paradigms, i.e., Network Function Virtualization (NFV) and edge computing for live 

video streaming. The proposed framework introduces a multi-layer architecture and a tree of possible actions 

therein (an action tree), taking into account all available resources from peers, edge, and CDN servers to 

efficiently distribute video fetching and transcoding tasks across a hybrid P2P-CDN network, consequently 

enhancing the users’ latency and video quality. We also discuss our testbed designed to validate the framework 

and compare it with baseline methods. The experimental results indicate that the proposed framework improves 

user Quality of Experience (QoE), reduces client serving latency, and improves edge server energy consumption 

compared to baseline approaches. 

Keywords: HAS; DASH; Edge Computing; NFV; CDN; P2P; Low Latency; QoE; Video Transcoding; 

Energy Efficiency. 

 

1. Introduction 
A. Motivation 

The rise of innovative video streaming technologies, the evolution of networking paradigms, and the growing 

population of users who prefer to stream online video content instead of traditional TV have collectively 

established video as the predominant traffic on the Internet [1]. According to the Cisco Annual Internet Report, 

video traffic will make up more than 60% of the entire IP network traffic by 2023, where live video streaming 

has experienced remarkable popularity among all types of video traffic, constituting approximately 17% of the 

total video traffic [2]. HTTP Adaptive Streaming (HAS) delivery systems, such as those based on the MPEG 

Dynamic Adaptive Streaming over HTTP (DASH) [3] standard or Apple HTTP Live Streaming (HLS) [4], have 

emerged as the dominant technologies utilized by OTT service providers like Facebook, YouTube, and Twitch 

for delivering live video streaming [5]. In HAS-based streaming, a video is divided into small segments of fixed 

duration. Each segment then is encoded at multiple qualities or bitrates, known as representations. HAS clients 

then employ an adaptive bitrate algorithm (ABR), which enables them to adaptively download representations 

from media servers (i.e., Content Delivery Network (CDN) servers) considering bandwidth and playout buffer 

conditions. Although integrating CDN services alongside HAS-based systems has represented a significant 

advancement in video delivery, the substantial surge in demand for high quality and low-latency live video poses 

numerous challenges for OTT providers. For instance, increasing the number of video users in popular events 

such as football matches can overload CDN servers. This situation may cause OTT services to deliver 

unsatisfactory quality and latency to end users. Consequently, OTT providers put significant pressure on 

backhaul networks as a bottleneck of video delivery systems [6]. 

Recent studies have demonstrated that incorporating clients’ capabilities within a Peer-to-Peer (P2P) network 

to establish hybrid P2P-CDN video delivery systems effectively tackles the aforementioned challenges while 

offering several benefits. These advantages include mitigating network congestion, enhancing streaming 

stability, and lowering overall delivery costs [7], [8]. Considering these benefits, many companies, such as Peer5 
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and Livepeer, have adopted the utilization of peer-assisted networks, employing promising networking protocols 

like WebRTC to accomplish the aforementioned goals. Anjum et al. [9] indicate that current hybrid P2P-CDN 

live streaming systems do not use the full potential of peers to deliver high-quality and low-latency live 

streaming. Hence, the primary motivation of our research is to develop a hybrid P2P-CDN live streaming system 

that accomplishes the following key goals: (i) use both the computing and bandwidth capabilities offered by the 

P2P network, (ii) utilize modern networking paradigms such as NFV and edge computing to propose a virtual 

P2P-CDN tracker server at the edge of the network, and (iii) ensure the satisfaction of HAS client requests with 

improved QoE and modest latency. 

B. Related Work 

The Internet Engineering Task Force (IETF) introduced a peer assistance standard called Application-Layer 

Traffic Optimization (ALTO) [10]. ALTO enables P2P applications to receive abstract maps of network 

information, such as information from CDNs. Having such information allows ALTO to optimize the utilization 

of network resources and efficiently deliver traffic while maintaining optimal application performance. 

However, the ALTO protocol still has drawbacks, and its usage is limited [11]. As another well-known peer 

assistance product, Akamai proposed the NetSession Interface [12] that supports peer and CDN cooperation. 

However, it forces users to install extra software on their devices. Ma et al. [13] introduced machine learning-

based approaches for hybrid P2P-CDN systems enabling their trackers for peer selection. However, their system 

does not employ edge-supported methods nor use peers’ computational resources. Multiple works like [14], [15] 

customized HAS players with a prefetching module to propose such a hybrid system to reduce CDN bandwidth 

usage and transmission costs. Our previous works [16]–[20] proposed edge- and SDN- (Software-Defined 

Networking) assisted video streaming frameworks without considering P2P capability and mainly focusing on 

VoD scenarios. In other works [21], [22], we proposed a hybrid P2P-CDN architecture for low latency live video 

streaming without implementation or evaluation of the energy consumption of the tracker server. However, the 

framework introduced in this paper is different from all the aforementioned approaches since it: (i) uses all 

feasible resources of peers, i.e., storage, bandwidth, and computation, (ii) introduces a virtualized tracker server 

(VTS), deployable on any networking appliance, (iii) is compatible with any ABR algorithm due to not forcing 

clients to modify their codes or installing additional software, and (iv) investigates the energy consumption at 

the edge. 

C. Contributions 

To tackle these challenges mentioned in the previous sections, in this paper, we leverage HAS, P2P, CDN, 

NFV, and edge computing technologies to present a new hybrid P2P-CDN framework for live video streaming. 

Our primary objective is to enhance the serving latency and QoE for HAS clients, taking into account different 

resource limitations. To do that, we design an action tree including all possible actions for serving clients’ 

requests employed by Virtual Tracker Servers (VTSs) at the edge of a P2P-CDN network. To validate the 

practical deployment of our solution, we implement the proposed approach and analyze its performance through 

experiments conducted in a cloud-based testbed, including 350 DASH clients. The experimental results 

demonstrate high users’ QoE, low latency, and low edge server energy consumption compared with selected 

baseline approaches. 

 

2. System Design 
The proposed architecture, including four core layers, is illustrated in Fig. 1. 

1) Media Origin Layer: This layer first encodes the raw live video sequences, then packages them into 

DASH format before storing them on the origin server. Note that this layer has the ability to package the 

encoded video in other formats, such as HLS or Common Media Application Format (CMAF). 

2) CDN Layer: This layer includes a group of CDN servers, which can be OTT servers or a purchased 

service from CDN providers. Each server stores various parts of video sequences. Moreover, CDN 
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Figure 1: Proposed multi-layer architecture. 

servers employ Common Media Server Data (CMSD) [23], [24] messages to periodically inform the edge 

layer about their cache occupancy. 

3) Edge Layer: This layer includes virtualized edge components called Virtual Tracker Servers (VTSs), 

which are placed close to base stations (e.g., gNodeB in 5G). VTS servers are equipped with partial cache 

and video transcoding functions to serve client requests directly from cached qualities or to construct 

requested qualities from existing higher qualities, respectively. In the proposed system, clients’ requests 

are directed to a VTS server; the VTS then considers information received from the clients as CMCD 

messages and servers’ CMSD messages, besides other monitored information, such as available 

bandwidth, peers’ computational and power resources, and peers’ joining/leaving times. It finally 

employs an action tree (Fig. 2) to decide from where (i.e., adjacent peers, VTS, CDN servers, or origin 

server) and using which approach (i.e., fetch or transcode) to respond to the requested quality level. The 

designed action tree proposes the following potential actions that can be employed during the decision-

making process (action numbering as in the figure): 

(1) Use the P2P network and transmit the requested quality directly from an adjacent peer with 

maximum stability (i.e., the least recent joining time). 

(2) Transcode the requested quality from a higher quality at the most stable adjacent peer and 

transmit it through the P2P network. 

(3) Fetch the requested quality directly from the VTS server. 

(4) Transcode the requested quality from a higher quality at the VTS. 

(5) Fetch a higher quality from a CDN server with maximum available bandwidth and transcode it 

at the VTS. 

(6) Fetch the requested quality directly from a CDN server with maximum available bandwidth. 

(7) Fetch the requested quality from the origin server. 

4) P2P Layer: This layer utilizes all feasible peers’ idle resources, i.e., bandwidth, storage, and computation, 

to offer services like “distributed video transcoding”. The P2P network is based on the tree-mesh structure 

and includes two types of peers: Seeders and Leechers. In this scheme, seeders’ requests can be served 

by all nodes (i.e., CDNs, origin, edge, or other seeders) except leechers, while all nodes can serve 

leechers’ requests. In the proposed system, peers periodically communicate their cache occupancies to 

the edge layer using Common Media Client Data (CMCD) [23] messages and, in turn, receive updates 

from the edge layer through CMSD messages. 

 

3. Evaluation Setup and Results 
A. Evaluation Setup 

To evaluate the performance of the proposed system in a realistic large-scale environment, we select 

InternetMCI [25] as a real backbone network topology and instantiate a cloud-based testbed on the CloudLab [26] 
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environment. This testbed contains 375 elements, including 350 AStream [27] DASH players (seven groups of 

50 peers), running SQUAD [28] and BOLA [29] as hybrid and buffer-based ABR algorithms, respectively. Five 

Apache HTTP servers (i.e., four CDN servers and an origin server), 19 OpenFlow (OF) backbone switches, 45 

backbone layer-2 links, and a VTS server are used in our testbed. FFmpeg and FFmpegKit4 are used to measure 

the segment transcoding time on the VTS and peers, respectively. Moreover, iPhone 11 (Apple A13 Bionic, iOS 

15.3), a Xiaomi Mi11 (Snapdragon 888, Android 11), and a PC (Apple M1, MacOS 12.0.1) are used to measure 

the transcoding time on the heterogeneous P2P network. Power consumption is measured by device tools, e.g., 

Android Energy Profiler and Android Battery Manager. The CodeCarbon [30] project measures power 

consumption for PC-type clients. Furthermore, we use a standard QoE model [31] to evaluate the system’s 

performance regarding objective QoE. Table I shows the details of other configuration parameters.  

 

B. Evaluation Results 

  Executing computationally-intensive tasks, such as video transcoding, on peers must be fast enough to avoid 

imposing significant delays on the system and should not excessively drain the peers’ batteries. Otherwise, clients’ 

requests may be served by other actions, leading to network and edge server congestion. Thus, the first experiment 

aims to determine the power consumption (i.e., power values are given as kWh×10−3 and percentage of battery 

usage) and the percentage of battery usage when various operations are concurrently executed on a single peer, 

such as playing video I and transcoding video II concurrently for a five-minute video (equivalent to 150 

segments). The results, as presented in Table II, reveal that the transcoding (TR) operation consistently consumes 

the most power while playing back a video (PLY) incurs significantly lower battery usage. Furthermore, 

combining the PLY and TR tasks does not impose a substantial burden on the peers’ batteries when compared to 

the energy consumed by individually upscaling a video. 

In the next experiment, we assess the transcoding times on peers and explore the impact of peer transcoding on 

users’ perceptual quality. We employ the Video Multi-method Assessment Fusion (VMAF) [33] scores to 

evaluate the perceptual quality for a three-minute video. As depicted in Table III, the transcoding process for the 

entire video takes 1.28 to 20.44 seconds (0.014 to 0.22 seconds per segment) on PC peers and 5.85 to 74.91 

seconds (0.065 to 0.8 seconds per segment) on mobile peers. 

Figure 2: Proposed action tree. 
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  In the final experiment, we run testbed experiments to analyze the performance of the proposed framework 

compared to the following baseline methods: 

1) Non Hybrid (NOH): The NOH system is a regular CDN-based streaming approach that does not 

incorporate any P2P support. 

2) Simple Edge-enabled Hybrid (SEH): The SEH system utilizes a basic VTS server without caching and 

transcoding capabilities. In this system, peers can only be served through one of the actions 1, 6, or 7 

(Fig. 2). 

3) Non Transcoding-enabled Hybrid (NTH): As common in similar works, the NTH-based system has 

caching capability but lacks transcoding capability. In this approach, peers are only served through 

one of the actions 1, 3, 6, or 7 (Fig. 2). 

4) Edge Caching/Transcoding Hybrid (ECT): An ECT-enabled system does not involve transcoding at 

the peer side. In this approach, requests can be served through all actions except action 2. 

We first calculate the average serving latency (in seconds) for all clients, encompassing both transmission 

latency and computational latency, as an integral component of the end-to-end (E2E) delay. As illustrated in Fig. 

3(a), the proposed system exhibits the best performance for both ABR algorithms concerning this metric. By 

efficiently downloading requested segments through the most suitable actions with shortened serving time 

(combining computation and transmission), and from nodes with available resources in terms of bandwidth and 

computation, the serving time is significantly reduced. 

While improving latency is crucial, it is equally important to have a comprehensive standard model to analyze 

the system’s behavior concerning the enhancement of users’ QoE. For this purpose, we employ the standard 

objective QoE model P.1203 [31]. As depicted in Fig. 3(b), the proposed system exhibits superior performance 

for both ABR algorithms in this aspect as well. We further analyze the system’s performance in terms of edge 

energy consumption (measured in kWh) required for running edge transcoding. As evident from Fig 3(c), the 

proposed system outperforms the ECT system (the only transcoding-enabled baseline system) and shows reduced 

energy consumption. This is primarily because of serving requested representations through (i) distributed 

caching, i.e., the representations cached in all layers of the network (CDN, P2P, and edge), and (ii) distributed 

transcoding, the representations transcoded by transcoding-enabled peers, which allows our system to transcode 

fewer segments at the edge. 

 

Table I: Experimental setup. 
Cache Replacement Policy Least Recently Used (LRU) 
Maximum Size of CDN Caches 40% of the video dataset 
Maximum Size of VTS Caches 5% of the video dataset 
Maximum Size of Peer Caches 5 segments 
Number of Live Channels 5 channels 
Segment Duration 2 s 

Bitrate Ladder [32] 
{(0.089,320p), (0.262,480p), (0.791,720p), (2.4,1080p), (4.2,1080p)}[Mbps, 

content resolution] 
Links’ Bandwidth (CDNs to VTS) 100 Mbps 
Links’ Bandwidth (Origin to VTS) 50 Mbps 
Channel Access Probability Model Zipf (α = 0.7) 
Monitoring Interval 1 s 

 

Table II: Power consumption and battery usage of different operations for a 5-min. video on peers. 
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                                               Table III: Transcoding times and VMAF scores for a 3-min. video on different peers. 

 
 

 

 
Figure 3: Performance of the proposed framework compared with baseline methods in terms of (a) average serving latency, 

(b) average objective P1203 QoE, (c) average edge server energy consumption for 350 clients running the BOLA and SQUAD 

ABR algorithms. 

 

4. Conclusion 
  This paper presented a novel hybrid P2P-CDN live video delivery system, incorporating modern networking 

paradigms such as NFV and edge computing, along with distributed video transcoding. The system introduced a 

multi-layer architecture and an action tree, encompassing all possible actions to serve HAS clients from different 

nodes (i.e., peers, CDNs, edge, origin server), ensuring satisfactory users’ QoE and acceptable latency. To 

evaluate the system’s performance, a cloud-based testbed with 350 clients was established, and multiple 

experiments were conducted. The experimental findings confirmed the superiority of the proposed approach in 

terms of users’ QoE, serving latency, and edge server’s energy consumption compared to competitive schemes. 
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