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Abstract—White blood cell classification plays a significant
role in helping a physician to diagnose disease. Using automated
analyser machine can be easily analyse, fast, and accurate but the
machine is very costly. Alternatively, this task can be manually
perform by human who are expert in the field. However, it is very
laborious. Machine learning and computer vision are applied to
solve these limitations. In this study, two Convolutional Neural
Networks—-VGG-16 and ResNet-50-are employed to classify five
types of white blood cell: Basophil, Eosinophil, Neutrophil,
Lymphocyte, Monocyte. The results show that ResNet-50 is the
best and can achieve 88.29 % accuracy.

Index Terms—White Blood Cell, Deep learning, VGG-16,
ResNet-50

I. INTRODUCTION

White Blood Cells (WBC) classification is one of the
important tasks that can assist medical doctors to diagnose
disease [1]. There are two main methods for WBC classifica-
tion task. The first one is to use automated blood analysers.
Although this method can achieve very high accuracy, its cost
and maintenance are incredibly high. The second method is
human labour. Due to a similarity between the appearance of
various types of WBC, it is very difficult to classify by the
human eye. Hence, human should have an expertise in WBC
classification. However, computer vision and machine learning
are recently applied to solve these limitations. They can enable
automatic approach with low cost. Many researchers applied
several algorithms to WBC classification task, i.e., Support
Vector Machine [2], Random Forest [3], Convolutional Neural
Network (CNN) [4]. In [5], conventional machine learning are
compared with deep learning algorithms. It is found that CNN
is the best algorithm. Many deep learning architectures have
been introduced to suit with different types of application, such
as VGG-16 [6] and ResNet-50 [7]. Therefore, we aim to evalu-
ate the performance of different architectures of CNN on WBC
classification task. Here, we focus on VGG-16 and ResNet-
50 that are distinctly different in terms of technique and
depth. Both architectures can achieve very high accuracies on
ImageNet. There are studies on deep learning with WBC [4],
[8], [9], but, it is difficult to compare these algorithms together
due to different experiment settings and datasets. Thus, we
compare both architectures on a well-designed experimental
framework on a combination of two different datasets in this
work.

II. METHODOLOGY
A. Datasets

Two datasets are used as follows: (i) BCCD dataset—consists
of 410 WBC images [10] and (ii) LISC dataset—consists of
400 WBC images [11]. Each dataset can be divided into
five types of WBC namely Basophil, Eosinophil, Neutrophil,
Lymphocyte, and Monocyte. Examples of WBC for each
dataset are shown in Fig. 1.

MK o M@ o 0 ’

<

(a) (b) () (d) (e)
(a) BCCD dataset.

& _ ;. P

(a) (b) () (d) (e)
(b) LISC dataset.

Fig. 1. Five types of WBC: (a) Basophil, (b) Eosinophil, (c) Neutrophil, (d)
Lymphocyte, and (e) Monocyte.

B. Experimental Framework

Two datasets are combined together. The combined dataset
is randomly stratified sampling into 80 % of a training set
and 20 % of a test set. Because of a small number of sample
in the training set, this can lead deep learning models to face
over-fitting problem [12]. Therefore, we employed a technique
called ‘Image Augmentation’ to generate additional images
into the training set by rotating and flipping the WBC images.
After the process, there are 1000 images in each type of WBC
images that will be used as a training set.

In this work, we used pre-trained models that were trained
from the ImageNet Dataset and fine-tuned their weight by
our training set. Five-fold cross-validation was used to obtain
the optimal models that were selected based on validation
accuracy. The tuning parameter for both models is the number



of an epoch. After the optimal epoch is obtained, all training
samples were used to create a model with the optimal setting.
The model is evaluated by the test set.

III. RESULT AND DISCUSSION

As we mentioned in the previous section that we selected
the optimal number of epoch based on average validation
accuracy, the optimal number of epoch for the VGG-16
and the ResNet-50 is 44 and 47, respectively (as shown in
Fig. 2). We report the average validation accuracy—based on
the average validation accuracy across five folds—and accuracy
that obtained from training and test sets as shown in Table I.
The results show that the ResNet-50 model can achieve at
88.29 % of test accuracy that is better performance than the
VGG-16 does. We further show the confusion matrices of the
test set for both VGG-16 and ResNet-50 models in Table II
and III. The results show that VGG-16 model can perform
better in classifying Neutrophil while ResNet-50 model can
perform better in classifying the others.
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Fig. 2. Average validation accuracies across five-fold on training set by VGG-
16 and ResNet-50 models.

TABLE I
THE VALIDATION, TRAINING, AND TEST ACCURACIES OF VGG-16 AND
RESNET-50 MODELS.

Model Validation (%)  Training (%) Test (%)
VGG-16 95.30 86.74 72.07
ResNet-50 97.26 99.62 88.29
TABLE II
CONFUSION MATRIX OF THE TEST SET BY VGG-16 MODEL.
Target Predicted
Basophil Eosinophil Neutrophil Lymphocyte Monocyte
Basophil 4 1 0 1 2
Eosinophil 0 20 0 0 4
Neutrophil 0 0 17 0 1
Lymphocyte 1 1 3 7 1
Monocyte 1 13 0 1 33

IV. CONCLUSION

In this experiment, we adopted the VGG-16 and ResNet-
50 architectures to WBC classification tasks. We evaluated

TABLE III
CONFUSION MATRIX OF THE TEST SET BY RESNET-50 MODEL.
Target Predicted
Basophil Eosinophil Neutrophil Lymphocyte Monocyte

Basophil 7 0 1 0 0
Eosinophil 0 21 0 0 3
Neutrophil 0 2 15 0 1
Lymphocyte 0 0 2 10 1
Monocyte 0 3 0 1 45

the models on a combined dataset of two publicly available
datasets. They consist of five types of WBC including Ba-
sophil, Eosinophil, Neutrophil, Lymphocyte, and Monocyte.
The results show that ResNet-50 model can outperform VGG-
16 model in this task. Refering to [6], network depth is a
crucially important factor and the levels of features can be
enriched due to the number of stacked layers [7]. If the depth
of the VGG-16 model is increased, this can cause gradient
vanishing problem that leads to higher training error [7]. On
the other hand, the ResNet-50 model is deeper than the VGG-
16 model, but it has an identity function that can preserve the
gradient resulting in a more accurate model.
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