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Fig. Inside the server
Fig. Parallel to Serial data conversion for transmission over a channel*

Fig. A complex backplane channel**



Fig. Eye diagram (left) with persistence, BER contour plot (center), and horizontal  bathtub curve (right) for one set of measurements 
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Fig. PAM-2 data transmission* 

*https://www.synopsys.com/designware-ip/technical-
bulletin/pam4-400g-ethernet-2019q3.html
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*https://www.synopsys.com/designware-ip/technical-bulletin/pam4-400g-ethernet-2019q3.html

Fig. PAM-4 vs NRZ eye openings compared*
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Fig. Crosstalk due to coupling edge or tandem coupling



Fig. DFE removing post-cursor ISI 



*W. T. Beyene, "The design of continuous-time linear equalizers using model order reduction techniques," 2008 IEEE-EPEP Electrical Performance of Electronic Packaging, San Jose, CA, USA, 2008, pp. 187-190, doi: 10.1109/EPEP.2008.4675910.

Fig. Frequency response curves of channel, CTLE, and Channel + CTLE
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Fig. Convolutional and pooling layers of a CNN. The input passes 2 filters of size 2, after which the 
output is sub-sampled using maximum pooling with a stride of 2.

Fig. A fully connected network with hidden layers and multiple inputs



Fig. GAN generated outputs*

*https://thispersondoesnotexist.com/ & https://thiscatdoesnotexist.com/



𝐿𝑐𝐺𝐴𝑁 𝐺, 𝐷 = 𝐄x y
log(D 𝑦|𝑥 ) + 𝐄x 𝑧

log(1 − 𝐷(𝐺 𝑧 𝑥 |𝑥)

Fig. cGAN generated with pix2pix performing 
image to image translation**

* https://machinelearningmastery.com
** P. Isola, J. Zhu, T. Zhou, and A. A. Efros. 2017. Image-to-image translation with conditional adversarial networks. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 5967–5976. https://doi.org/10.1109/CVPR.2017.632

Fig. Overview of the cGAN training process*



Fig. Conversion of time series to a polar encoding and a GASF

* Z. Wang and T. Oates. 2015. Imaging time-series to improve classification and imputation. In International Joint Conference on Artificial Intelligence (IJCAI). 3939–3945.
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Fig. Generator of the cGAN conditioned on the GASF and DFE tap configurations to predict an eye diagram

*P. Isola, J. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017, pp. 5967–5976.
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Fig. cGAN discriminator where the GAN is conditioned on a GASF and tap weigths and predicts a local and global value

* E. Schonfeld, B. Schiele, and A. Khoreva. 2020. A U-Net based discriminator for generative adversarial networks. In IEEE/CVF Conference on Computer Vision and Pattern Recognition. 8207–8216.



‒

‒

o

‒

Fig. Neural network predicts the bathtub curves from the ground truth BER/eye-diagram



Table. Description of the different datasets

Fig. Device setup for measurement based 
Fig. Alternate view of the data collection setup
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Fig. Random BER contour plots from dataset; range of channel conditions shown
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• Fig. Windowing the time series and its corresponding GASF for 150 bits



Fig. Evolution of the discriminator pixel prediction and the corresponding generated contour plot for a known GASF







Fig. Results (left to right)  the GASF input, ground-truth, cGAN-generated BER contour plot, vertical and horizontal BTC

PCCMAPE
(EH/ EW)

# of 
Bits

0.99 6.83
5.16

300

0.9818.38
7.67

400

0.9818.95
7.89

500

0.999.57
6.05 

600

Table. Error with respect to increasing bit sequence



Fig. Reference for where each bathtub curve slice is taken

Fig. Evaluation of the horizontal and vertical bathtub curves for the ground truth and generated BER contour plots
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Fig. Channel loss vs Crosstalk MAPE Error on test set



Table. Comparing dataset sizes with training and inference times



Fig. The backplane thermal hotspot (bottom) due to excessive power drop (top).
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Fig. Thermal problem for simulation



Animation: (Left to right) Ground truth current density map, simulated heat map and the generated heat map 



Fig. Distribution of test set errors Fig. Exploring the latent space to understand the underlying physics









Andrej Karpathy – Introduction to Large Language Models; https://www.youtube.com/watch?v=zjkBMFhNj_g



Andrej Karpathy – Introduction to Large Language Models; https://www.youtube.com/watch?v=zjkBMFhNj_g



Anna Goldie, LLM-Aided Design, ICCAD-2023 Panel, San Francisco, CA, USA, 2023, https://vlsicad.ucsd.edu/NEWS23/ICCAD-2023-panel-v2.pdf



Andrej Karpathy – Introduction to Large Language Models; https://www.youtube.com/watch?v=zjkBMFhNj_g



Ramesh Karri, LLM-Aided Design, ICCAD-2023 Panel, San Francisco, CA, USA, 2023, https://vlsicad.ucsd.edu/NEWS23/ICCAD-2023-panel-v2.pdf



Bei Yu, LLM-Aided Design, ICCAD-2023 Panel, San Francisco, CA, USA, 2023, https://vlsicad.ucsd.edu/NEWS23/ICCAD-2023-panel-v2.pdf
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Fig: No RAG model response about via stub recommendations

Fig: Model response with RAG on a PCIe Gen4 document

Fig: Relevant passage from the PCIe Gen4 TI Mux Document*



Fig: Example of a LLM with ReAct framework to read and modify the dielectric properties  

Fig: Example of different agent components*
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