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The world is flat 
 
It’s unsinkable 

 
The money is in the hardware, not the 

software  
 
640K is all the memory you’ll ever need 

 
People will never pay for bottled water 

 
Enron is the place for your money 

 
Ethernet will never be able to support real-

time industrial control 

Famous former truths 



Industrial Control Networks – pre 2000 

Presenter
Presentation Notes
Wire reduction, additional data now available
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Configure 

Control 

EtherNet/IP 

ControlNet 

DeviceNet 

Industrial Control Networks – circa 2004 

Collect 

Presenter
Presentation Notes
Connectivity is important 
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• Allow information to flow anywhere in a 
system 

– Devices on different networks can 
communicate with each other 
 

• From a single workstation over 
heterogeneous networks enable the user 
to: 

– identify and configure all devices  
– program all control devices 
– collect information from any device 
– monitor the status of any device 

 
• Permit information sharing 

– I/O monitored by multiple devices 

Industrial Control Networks – circa 2006 

Presenter
Presentation Notes
Its more about information than just the control system
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…for direct connection and real-time control 
of devices to controllers 

… to connect HMI to  
controllers and devices 

… to provide real-time  
controller-to-controller interlocking 

…to connect business system  
to the control system 

… to gain remote access  
over corporate net or the internet 

…to distribute or increase the amount  
of I/O for real-time control 

…to provide messaging  
between controllers 

… to program, configure, & 
monitor the system 

Industrial Control Networks – 2009+ 

Presenter
Presentation Notes
As more data is available, the uses for find it grow thus increasing the demand for more real time data.



Trends in Industrial Networks 

• Open Networks Are In Demand 
– Broad availability of products, applications and vendor support for Industrial 

Automation and Control System (IACS) 
– Network standards for coexistence and interoperability 

 
•  Convergence of Network Technologies 

– Reduce the number of different networks in an operation and create seamless 
information sharing throughout the plantwide architecture 

– Use of common network design and troubleshooting tools across the plant and 
enterprise; avoid special tools for each application 
 

• Better Asset Utilization to Support Lean Initiatives 
– Reduce training, support, and inventory for different networking technologies 
– Common network infrastructure assets, while accounting for environmental 

requirements 
 

• Future-Ready – Maximizing Investments 
– Support new technologies and features without a network forklift upgrade 
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Presenter
Presentation Notes
These trends are not new. 

Reduction in training budgets.

Drive towards simplification 

Future proofing network design is critical to support future network expansion and the use of new technologies.
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Trends in Industrial Networks 
Wide Adoption of Ethernet on Factory Floor 

• Standardization of connectors such as RJ45 make use of 
traditional IT and consumer goods main stream markets 
 

• Real-time control over Ethernet is a reality 
 

• Getting data from the shop floor via Ethernet is a natural 
fit for the IT staff who has experience managing Ethernet 
infrastructure 
 

• Adoption by many vendors to support Ethernet on the 
manufacturing floor offers a wide variety of devices and 
solutions 
 

• Migration of wireless, video, voice and real-time control 
on the manufacturing network infrastructure 
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Trends in Industrial Networks 
Increasing Need for “Real-Time” Information 

• Decision makers need information to make product, 
material, purchasing and resource decisions 
 

• Information contained within the manufacturing 
environment needs to feed different business 
systems 
– Quality, scheduling, lot tracking, computerized 

maintenance, etc. 
 

• Connectivity to archive important data  
– Historians, disaster recovery and security systems, etc. 

 

• Recall, retrace and proof of critical manufacturing 
variables during product inception, packaging and 
delivery lifecycle 

 
 



Industrial Network Convergence 
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Industrial Ethernet - Enabling/Driving  
Convergence of Control and Information 

    

Converged Ethernet 
Industrial Network Model 

Corporate Network 

Sensors and other 
 Input/Output Devices 

Motors, Drives 
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Supervisory 
Control 

Robotics 

Back-Office Mainframes and 
Servers (ERP, MES, etc.) 

Office 
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Data Servers, 
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Human Machine 
Interface (HMI) 

Controller 

Traditional – 3 Tier 
Industrial Network Model 

Corporate Network 
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Supervisory 
Control 

Camera 

Phone 

Safety 

Presenter
Presentation Notes
Wide deployment of EtherNet/IP in manufacturing triggered migration from the traditional 3-tier network model to a converged Ethernet model.  Convergence has not flattened the network model.  Segmentation of functions, geographic areas, and security for domains of trust requires a multi-tier model.
The traditional 3-tier network model evolved during the early days of Ethernet. Characteristics such as collision domains, half-duplex and 10Mbps limited Ethernet usage in production control applications.  Proprietary, vendor-specific industrial networks proliferated early on, until organizations like ODVA began promoting a Common Industrial Protocol (CIP).
By dividing a network by function and geographic area into smaller local area networks (LAN), the 3-tier network model provides natural segmentation.  This lessens the impact of traffic management and security.  By connecting devices such as drives and robots with a controller, a device-level network controls, configures, and collects data from these intelligent devices.  A device-level network in one area does not typically interact with other device-level networks. By acting as a backbone for device-level networks, control networks interlock controllers and provide connectivity to supervisory computers. A gateway maps information from the manufacturing systems to the enterprise systems.  The manual, store-and-forward mapping mechanism required significant implementation and support efforts. 
The naturally information-enabled, converged Ethernet model eliminates the need for dedicated gateways.  Although the technology has converged, the model has not flattened.  Data access from anywhere at anytime presents a new challenge.  Manufacturers must protect their assets from both internal and external threats (people with good intentions that make mistakes and those wishing to inflict harm) because users typically know how to plug into Ethernet.  No longer isolated in the manufacturing realm, industrial networks make manufacturing computing and controller assets susceptible to the same security vulnerabilities as their enterprise counterparts.
Plantwide networking with Ethernet technology requires planning and structure.  Establishing smaller LANs, to shape and manage network traffic as well as creating domains of trust that limit access to authorized personnel requires a multi-tier, segmented methodology.





 The Open Systems Interconnection (OSI) model serves as a blueprint for all network 
communication technologies. Allows various “open” systems to communicate 

 Dividing up all the processes of networking activity into seven layers. Each layer of the OSI 
model has a specific function in an ideal network and groups similar protocols together.  

Application 

Presentation 

Session 

Transport 

Network 

Data Link 

Physical 

Layer 7 

Layer 6 

Layer 5 

Layer 4 

Layer 3 

Layer 2 

Layer 1 

Network Services to User App 

Encryption/Other processing 

Manage Multiple Applications 

Reliable delivery/Error correction 

Logical addressing - Routers 

Media Access Control 

Specifies voltage, pin-outs, cable 

Telnet/CIP 

JPEG/ASCII 

OS Scheduling 

TCP - UDP 

IP 

IEEE 802.3 

TIA - 1005 

Routers 

Switches 

Cabling 
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Layer Name Layer No. Function Examples 

Open System Interconnection (OSI)  
Reference Model 
 

Presenter
Presentation Notes
The Open System Interconnection (OSI) reference model describes how information from a software application in one computer moves through a network medium to a software application in another computer. 

Each layer is reasonably self-contained so that the tasks assigned to each layer can be implemented independently. This enables the solutions offered by one layer to be updated without adversely affecting the other layers. 


•Layer 1—Physical   -   Hardware, Cabiling, Connectors
•Layer 2—Data link   -  MAC Address, Switch
•Layer 3—Network    -  IP Address, Router
•Layer 4—Transport   -  TCP, UDP,    Connections

•Layer 5—Session   
•Layer 6—Presentation 
•Layer 7—Application 




Layer 7 - Application  
Time Synchronization Across the Network 

• Time Synchronized Applications such as: 
– Input time stamping 

• Events and alarms 
• Sequence of Events recording 
• First fault detection 

– Time scheduled outputs 
 

• IEEE-1588 precision clock  
synchronization protocol standard 
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FTP HTTP OPC SNMP 

IP 

IEEE 802.3 Ethernet 

OSPF ICMP IGMP 

RARP ARP 

UDP 

CIP 

TCP 

Layer 1-2 

Layer 3 

Layers 5-7 

Layer 4 

Synchronized 
Clock Value 

Optional 
Hardware 

Assist 

1588 

– Referred to as 
precision time 
protocol 
(PTP) 

– Provides +/- 100 ns 
distributed node 
time 
synchronization 
 

Presenter
Presentation Notes
CIP Sync

Can even incorporate GPS time clock for wide range time synchronization, even regionally or globally



Layer 7 - Application  
Motion control with Ethernet 
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CIP SyncTM 

IEEE1588 

CIP SyncTM 

IEEE1588 

• High speed coordinated multi-axis 
servo control 

• Same wire as standard control 

Safety I/O 

Safety I/O Controller 

 I/O 

Safety Controller 

I/O 

Controller 

Camera HMI 

Servo Drive 
Servo Drive MCC 

Presenter
Presentation Notes
CIP Motion

Motion control over Ethernet allows continued standardization on a single network platform

Uses the same wire as standard control



Layer 7 - Application  
SIL 3 Safety Systems on Ethernet 
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CIP SyncTM 

IEEE1588 

• High-integrity Safety Services and 
Messages 

• IEC 61508 – SIL3 and EN 954-1 

Safety I/O 

Safety I/O 
Safety I/O 

 I/O 

 I/O 

 I/O 

Safety Controller 

Safety Controller 

Controller 

Camera HMI 

MCC 

Presenter
Presentation Notes
CIP Safety

Safety control on THE SAME WIRE as standard control!



Networking Best Practices 

 Best practices for reducing Latency and Jitter, and to increase 
data Availability, Integrity and Confidentiality 
 

• Segmentation 
– Multi-tier Network Model 
– Topology 
– Virtual LANs (VLANs) 

• Prioritization 
– Quality of Service (QoS) 

• Resiliency Protocols and Redundant (multipath) Topologies 
– Use Fiber-media uplinks for fast convergence 

• Security 
– DHS CSSP 
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Presenter
Presentation Notes
Designing a resilient network infrastructure with low latency and jitter increases the availability and integrity of control and information data.  Latency, or delay, represents the time elapsed from when one device transmits data until another device receives it. Jitter represents the variation of delay.  Converging multidiscipline control and information traffic into a common industrial network requires reducing latency and jitter.

To reduce network latency and jitter, CPwE recommends segmenting and prioritizing network traffic. Segmentation reduces the impact of broadcast and multicast traffic. 




Industrial and IT Network Convergence 
Logical Framework 

• Network Segmentation 
• Demarcation Line for: Security Policies, Quality of Service 

Policies, Multicast Groups 
17 
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Presenter
Presentation Notes
Best Practice  -  Implement a Framework

Network Segmentation – segmentation for the purpose of traffic management

This segmentation is organized into levels and zones. 

Segmenting network services such as Quality of Service, or QoS, Virtual LANS, or VLANs, and Multicast traffic.  

These services exist in both the Enterprise and Industrial Zones, and should be segmented.




Structure and Hierarchy 
Logical Framework 
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• The Cell/Area zone is a Layer 2 network for a functional area of the plant floor.   
Key network considerations include: 

– Structure and hierarchy using smaller Layer 2 building blocks 
– Logical segmentation for traffic management and policy enforcement to 

accommodate time-sensitive applications 
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Presenter
Presentation Notes
Reducing network latency and jitter starts with the Cell/Area Zone.  When designing the Cell/Area Zone, users should create smaller Layer 2 Cell/Area Zone network segments organized by function or geographic area.  Restrict data flow out of the Cell/Area Zone unless plantwide operations explicitly require it.  Each Cell/Area Zone should be implemented with a dedicated VLAN and IP subnet.  VLANs segment network traffic and help restrict broadcast and multicast traffic as well as simplify security policy management.  As a best practice, use the Layer 3 distribution switches to route information between Cell/Area Zone VLANs and plantwide operations in the Industrial Zone. Avoiding large layer 2 networks helps simplify network management.
Recommendations and best practices for the Cell/Area Zone include:
Shape and manage traffic by implementing smaller Cell/Area Zones with a separate VLAN and IP subnet per Cell/Area Zone.
Use managed layer 2 access switches to segment traffic with VLANs, prioritize traffic with QoS, implement security policies with port security and access control lists (ACL), and provide diagnostics.
Lower network latency and jitter by using Gigabit Ethernet ports for trunks and uplinks, VLANs to reduce broadcast traffic, Internet Group Management Protocol (IGMP) to reduce multicast traffic, QoS to prioritize traffic and redundant star topology for natural segmentation.





• Segmentation by physical isolation 
– Physically isolating networks 
– Each network is a separate subnet creating clusters of control 
– Limited to no IT involvement 

Subnet #1 Subnet #2 Subnet #3 

Segmentation 
Physical Isolation 



Segmentation 
Physical – Multiple NICs 

20 

• Isolated networks - two NICs for 
physical network segmentation 

• Converged networks - logical 
segmentation 

Level 1 
Controller 

Control 
 Network 

Information 
Network 

Control 
 and 

 Information 
 Network 

• Benefits 
– Clear network ownership 

demarcation line 

• Challenges 
– Limited visibility to control network 

devices for asset management 
– Limited future-ready capability 

• Benefits 
– Plantwide information sharing for data 

collection and asset management 
– Future-ready 

• Challenges 
– Blurred network ownership demarcation 

line 

Level 1 
Controller 

Level 0 Level 0 

Level 2 Level 2 



Segmentation 
Virtual Local Area Networks - VLANs 

• VLANs segment a network logically without being 
restricted by physical connections  

– VLAN established within or across switches 
 

• Data is only forwarded to ports within the same 
VLAN  

– Devices within each VLAN can only 
communicate with other devices on the same VLAN 
 

• Segments traffic to restrict unwanted broadcast 
and multicast traffic 
 

• Software configurable using managed 
switches 
 

• Benefits 
– Ease network changes – minimize network cabling 
– Simplifies network security management - domains 

of trust 
– Increase efficiency 
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= VLAN 42 – Scanners/Cameras 

= VLAN 102 – EtherNet/IP Device 

= VLAN 10 - VoIP 

Drive 

Controller 
HMI 

Presenter
Presentation Notes
Reducing network latency and jitter starts with the Cell/Area Zone.  When designing the Cell/Area Zone, users should create smaller layer 2 Cell/Area Zone network segments organized by function or geographic area.  Restrict data flow out of the Cell/Area Zone unless plantwide operations explicitly require it.  Each Cell/Area Zone should be implemented with a dedicated VLAN and IP subnet.  VLANs segment network traffic and help restrict broadcast and multicast traffic as well as simplify security policy management.  As a best practice, use the layer 3 distribution switches to route information between Cell/Area Zone VLANs and plantwide operations in the Industrial Zone. Avoiding large layer 2 networks helps simplify network management.







Segmentation 
Virtual Local Area Networks - VLANs 

• Inter-VLAN routing 

• Layer 3 switch or router 
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= VLAN 42 – Scanners/Cameras 

= VLAN 102 – EtherNet/IP Device 

= VLAN 10 - VoIP 
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= VLAN 42 – Scanners/Cameras 

= VLAN 102 – EtherNet/IP Device 

= VLAN 10 - VoIP 
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HMI 

Layer 3 
Switch 



Segmentation 
VLANS - Representative Example  
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Segmentation in the Framework 
VLANs throughout Converged Plantwide Ethernet Network 
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Presenter
Presentation Notes
VLAN Best Practices

Segment traffic types via VLANs to shape and manage network traffic and establish domains of trust

Within Cell/Area Zone - Layer 2 VLAN trunking between switches for similar traffic types

Within Cell/Area Zone – Layer 3 Inter-VLAN routing between different traffic types

Between Zones - Layer 3 Inter-VLAN routing, minimize Layer 2 VLAN trunking

Application specific requirement for VLAN trunking across Cell/Area Zones – not recommended





Segmentation 
VLANs – Design and Implementation Considerations 

• Design small Cell/Area zones, segment traffic types into VLANs and 
IP Subnets to better manage the traffic and establish domains of 
trust 
 

• Assign different traffic types to a unique VLAN, other than VLAN 1.  
Traffic types such as control, information, management, native 
 

• Within the Cell/Area zone use Layer 2 VLAN trunking between 
switches with similar traffic types 
 

• Use Layer 3 Inter-VLAN routing between zones and between 
switches with different traffic types within the Cell/Area zone 
 

25 



Prioritization 
Traffic is Not Created Equal 
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Control  Video Data  
(Best Effort) Voice 

Bandwidth Low to 
Moderate 

Moderate to 
High 

Moderate to 
High 

Low to 
Moderate 

Random 
Drop 

Sensitivity 
High Low High Low 

Latency 
Sensitivity High High Low High 

Jitter 
Sensitivity High High Low High 

Industrial Automation and Control System (IACS) Networks Must 
Prioritize Control Traffic over Other Traffic Types to Ensure 
Deterministic Data Flows with Low Latency and Low Jitter  

Presenter
Presentation Notes
Not all network traffic is created equal, nor should users treat it equally. To minimize application latency and jitter, control data should have priority within the Cell/Area Zone. Quality of Service (QoS) gives preferential treatment to some network traffic at the expense of others.  Control data is more sensitive to latency and jitter than information data.




Prioritization 
Quality of Service (QoS) 

• QoS prioritizes traffic into different service levels 
• Provides preferential forwarding treatment to some data traffic, 

at the expense of others 
• Allows for predictable service for different applications and 

traffic types 
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Aggregation Speed Mismatch 

10 Mbps 

1000 Mbps 

LAN to WAN 

100 Mbps 

64 kbps 

Presenter
Presentation Notes
To minimize latency and jitter, users should apply QoS to control data within the Cell/Area Zone.  Before implementing QoS within the Industrial Zone, use a multidiscipline team of operations, engineering, IT and safety professionals to establish a QoS policy for the Industrial Zone.  This policy should support the needs of operations, including what to apply QoS to and when.  Additionally, the multidiscipline team should understand that this policy may differ from the enterprise QoS policy.  Enterprise QoS policies commonly give priority to VoIP. 

QoS does not increase bandwidth … QoS gives preferential treatment to some network traffic at the expense of others

A traditional network is best-effort 
All traffic get the same service, i.e. the forwarding behavior by a network device is FIFO
QoS prioritizes traffic into different service levels and provides preferential forwarding treatment to some data traffic at the expense of lower priority traffic
QoS = Preferential treatment




Prioritization 
QoS - Operations 
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Classification  
and Marking 
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(Selective) Dropping 

 

Post-Queuing 
Operations 



Prioritization 
QoS – Cell/Area Zone Priorities 
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Prioritization 
QoS – Design and Implementation Considerations 

 

• Quality of Service does not increase bandwidth. 

 

• QoS gives preferential treatment to Industrial Automation and 
Control System Network traffic at the expense of other network 
traffic. 

 

• Deploy QoS consistently throughout Industrial Automation and 
Control System Network. 
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Redundant Topologies 
Application Considerations 
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Redundant Star Ring Linear 

Cabling Requirements 
Ease of Configuration 
Implementation Costs 
Bandwidth 
Redundancy and Convergence 
Disruption During Network Upgrade 
Readiness for Network Convergence 
Overall in Network TCO and Performance Best OK Worst 
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Presenter
Presentation Notes
Network topology choice impacts the availability and integrity of Industrial Network control and information data.  This slide depicts the bus/star (linear), ring and redundant star topologies described within the Converged Plantwide Ethernet Architectures .  
Topology choice is driven by application requirements.  As I noted earlier, you need to understand requirements for:
Performance & throughput
Latency and jitter tolerance
Tolerance to downtime and mean-time-to-repair (MTTR)
Future upgrade and expansion requirements.
From right to left, this slide depicts increases to network resiliency, modularity, flexibility and implementation complexity and increased costs
Redundant Star topology is recommended by Rockwell Automation and Cisco due to it’s modular, tiered and building block approach.  Redundant Star is prominent within Enterprise Networks but not today within Industrial networks
Ring is prominent within Industrial networks due to the geographic dispersion of industrial automation and control system IIACS) applications, but Redundant Star is starting to emerge within IACS
With redundant paths with Ring and Redundant Star topologies, how do we avoid loops?




Resiliency Protocols and Redundant Topologies 
Layer 2 – Loop Avoidance 
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• Parallel links (paths) create a switching (bridging) loop 
– Layer 2 Ethernet frames do not have a time-to-live (TTL), a frame can 

loop forever  

– Without proper configuration, a loop will lead to a broadcast storm, 
flooding the network, which will consume available bandwidth, and take 
down a Layer 2 switched (bridged) network 

Managed Industrial  
Layer 2 Access Switch 

Programmable Controller 

Presenter
Presentation Notes
How does a redundant topology work?

Need a resiliency protocol to avoid loops



Resiliency Protocols and Redundant Topologies 
Layer 2 – Loop Avoidance 

• A resiliency protocol maintains parallel links for path redundancy 
while avoiding loops 

33 

Forwarding 

Blocking 



Resiliency Protocols and Redundant Topologies 
Layer 2 – Loop Avoidance 
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Link Failure 

Blocking 

• Network convergence (healing, recovery, etc.) must occur before 
the Industrial Automation and Control System (IACS) application 
is impacted 



Resiliency Protocols and Redundant Topologies 
Network Convergence 

 

• Network convergence (healing, recovery, etc.) time – is a measure of how long 
it takes to detect a fault, find an alternate path, then start forwarding network 
traffic across that alternate path. 

– MAC table must be relearned 

– Multicast on uplinks must be relearned 

 

• During the network convergence time, some portion of the traffic is dropped 
by the network because interconnectivity does not exist.  

 

• If the convergence time is longer than the controller’s connection timeout, the 
IACS Ethernet devices on the affected portion of the network may stop 
operating and bring parts of the plant floor to a halt.    

35 



Resiliency 
 Protocol 

Mixed  
Vendor Ring Redundant 

Star 
Network  

Convergence 
 > 250 ms 

Network  
Convergence 
60 - 100 ms 

Network  
Convergence 

 1 - 3 ms 
Layer 3 Layer 2 

STP (802.1D) X X X X 

RSTP (802.1w) X X X X X 

MSTP (802.1s) X X X X X 

rPVST+ X X X X 

REP X X X 
EtherChannel 

(LACP 802.3ad) X X X X 

Flex Links X X X 
DLR 

(IEC & ODVA) X X X X 

StackWise X X X X X 

HSRP X X X X  

GLBP X X X X 

VRRP 
(IETF RFC 3768) X X X X X 

Network Resiliency Protocols 
Selection is Application Driven 
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Presenter
Presentation Notes
This table is not all inclusive …. but it does provide some general guidelines …. again, choice of topology and resiliency protocol is application dependent as noted earlier
Application Driven
IACS Information Data … e.g. SCADA/HMI
IACS Control Data … e.g. sensors, actuators, I/O, controller interlocking
Topology – geographic dispersion
Location within the hierarchal architecture Layer 2 vs. Layer 3
Legacy Connectivity & Migration – need for standard protocol
Mixed Vendor
Performance
Network Convergence
Latency & Jitter Tolerance
Rockwell Automaton and Cisco recommend the use of fiber SFPs, small form-factor pluggables, to achieve the best convergence times
More pertinent Redundant Star and Ring resiliency protocols are covered over the next few slides, starting with Redundant Star




Device Level Ring (DLR) 
Control Level Resiliency 

• Supervisor blocks traffic on one port  

• Sends Beacon frames on both ports to detect break in the ring 

• Sends Announce frames on unblocked port 
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Presenter
Presentation Notes
Some IACS applications, such as safety and motion require network convergence times faster than what switch oriented resiliency protocols can provide

IACS Device resiliency protocols, such as the Device Level Ring, DLR, provide network convergence in the 1-3 ms range for simple automation device networks

Device Level Ring is a Layer 2 protocol that provides link-level, physical redundancy

This is 2-port embedded switch technology managed by the ODVA, which Cisco and Rockwell Automation are principle members of




Device Level Ring (DLR) 
Physical Layer Failure 

• All faults that are detectable at physical layer 

• Physical layer failure detected by protocol-aware node 

• Status message sent by ring node and received by ring supervisor 
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Device Level Ring (DLR) 
Network Convergence 

• After failure detection, ring supervisor unblocks blocked port 

• Network configuration is now a linear topology 

• Fault location is readily available via diagnostics 
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Device Level Ring (DLR) 
Control Level Resiliency 

• Once ring is restored, supervisor hears beacon on both ports, and 
transitions to normal ring mode, blocking one port 
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Presenter
Presentation Notes
Some IACS applications, such as safety and motion require network convergence times faster than what switch oriented resiliency protocols can provide

IACS Device resiliency protocols, such as the Device Level Ring, DLR, provide network convergence in the 1-3 ms range for simple automation device networks

Device Level Ring is a Layer 2 protocol that provides link-level, physical redundancy

This is 2-port embedded switch technology managed by the ODVA, which Cisco and Rockwell Automation are principle members of




Device Level Ring (DLR) 
Control Level Resiliency Summary 

• Open standard (ODVA) 
 

• Network traffic is managed to ensure timely delivery of critical 
data (Quality of Service, IEEE-1588 Precision Time Protocol, 
Multicast Management) 
 

• 1-3 ms convergence time for Industrial  
Automation and Control System (IACS) 
device networks 
 

• Ring and linear topologies  
 

• Single fault tolerant Ethernet network 
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Redundant Topologies and Resiliency Protocols 
Example: Industrial Automation and Control System 
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Physical Layer 
Installation Pitfalls 
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It’s strange to think that the same 
people that demand organization, 
efficiency, and strict adherence to 
application requirements… 

… wouldn’t demand the same 
standards in their plant floor 
level communication systems. 

Yet it happens all the time, in most industrial automation 
facilities. 

Presenter
Presentation Notes
Execution        Most execution however is not going smoothly today..lets look at some of the common pitfalls.  This slide contrasts the typically neat control panel that has relatively orderly execution while network switching enclosures can be a tangled spaghetti mess of cables, poorly identified and segregated. Can anyone identify the critical connections in the example on the right?
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This makes it impossible to 
manage, maintain and 

troubleshoot 

No matter the 
hardware, shoddy 
cable installation 

will result in a poor 
network  

Proper cable 
installation is 
critical  

Physical Layer 
More Installation Pitfalls 

Presenter
Presentation Notes
More examples of short cuts, short sighted installation practices that can cause automation outages at the worst times and be very difficult to diagnose and repair.



Critical Manufacturing Assets are at Risk 
Downtime, Security, Performance issues! 

Network Infrastructure 

• 80%+ of network problems are 
physical installation issues 
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Presenter
Presentation Notes
More examples of poor execution leading to real risks of downtime, security problems, and performance issues. The orange fiber in the upper left is a total snarl inviting problems. The control panel in the lower left has industrial networking just hanging in front of mixed voltage cabling in a very messy panel. The 19” racks  show overgrown and poor bundling and cable slack management practices to say the least.



Office  Industrial 

Environmental Focus – M.I.C.E. 

46 

TIA 1005 

• M.I.C.E. provides a method of 
categorizing the 
environmental classes for 
each plant Cell/Area zone. 
 

• This provides for 
determination of the level of 
“hardening” required for the 
network media, connectors, 
pathways, devices and 
enclosures. 
 

• The MICE environmental 
classification is a measure of 
product robustness: 

– Specified in ISO/IEC 24702 
– Part of TIA-1005 and 

ANSI/TIA-568-C.0 standards 
 

• Examples of rating: 
– Cable Media : M3I3C3E3 
– M12: M3I3C3E3 
– RJ-45: M1I1C2E2 

Increased Environmental 
Severity  

Presenter
Presentation Notes
The MICE environmental classification is a measure to assess environment to specify products with suitable robustness
specified in ISO/IEC 24702
part of TIA-1005 and �ANSI/TIA-568-C.0 standards
Classifications of MICE
Mechanical
Ingress
Climatic/Chemical
Electromagnetic
Examples of rating:
1585 Media : M3I3C3E3
M12: M3I3C3E3
RJ-45: M1I1C2E2
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Security – Overview 

• Threat: An item (person or code in this context) with the intent and 
capability to exploit a vulnerability in an asset.  

– Malicious hacker, a disgruntled employee, accidental incident or code  
 

• Vulnerability: Weakness in an asset that can be exploited 
 

• Risk: Probability of negative impacts resulting from the interactions 
between threats and vulnerable assets 

– Impact = Threat + Vulnerability  
– Risk = Severity x Likelihood (of impact) 

 
• Managing risk 

– Accept 
– Transfer 
– Mitigate 
– Avoid 

 
Risk exists in manufacturing IT environment 

Presenter
Presentation Notes
Intentional threats 

Unintentional threats are also a risk
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Different Goals and Objectives 

Security Policies IT Network Controls Network 

Focus Protecting Intellectual Property 
and Company Assets 24/7 Operations, High OEE 

Priorities 
Confidentiality 

Integrity 
Availability 

Availability 
Integrity 

Confidentiality 

Types of Data Traffic Converged Network of Data,  
Voice and Video 

Converged Network of Data,  
Control, Information, Safety and 

Motion  

Access Control Strict Network Authentication  
and Access Policies 

Strict Physical Access 
Simple Network Device Access 

Implications of a  
Device Failure Continues to Operate Could Stop Operation 

Threat Protection Shut Down Access to  
Detected Threat 

Potentially Keep Operating  
with a Detected Threat 

Upgrades ASAP 
During Uptime 

Scheduled 
During Downtime 

Presenter
Presentation Notes
*** Poll the audience to identify who the IT engineers and controls engineers are.   Confirm that they agree with the information on the slide***

Use one or two of the above topics to make your point…   More information is provided below to help with all of the topics.
--------------------------------------------------------------------------------------------------------------------------------------

This technology and network convergence creates an unclear demarcation line for network ownership. Groups that traditionally had limited interaction within Manufacturers now collaborate. To support this network convergence, controls engineers and Information Technology (IT) professionals experience both organizational and cultural convergence as well as share best practices.  The emergence of manufacturing IT, distinct from enterprise IT, takes this collaboration to a new level.

Security Policies are a prime example of Cultural and Organizational Convergence differences between IT and controls.  Please note that both IT and Controls have their companies best interests in mind, but they do have different perspectives.

IT responsibilities include protecting company assets and intellectual property (IP). IT accomplishes this by implementing an enterprise security policy enforcement to protect data confidentiality, integrity and availability (CIA) – typically in that order of priority. Although similarities exist, the manufacturing security policy must place continuous manufacturing operation (Availability) as top priority. Manufacturing security policy enforcement protects data availability, integrity, then confidentiality (AIC) – in that order. 

Enterprise and manufacturing security policies differ in terms of how they handle upgrades. For enterprise applications like operating system and application software patching as well as antivirus definition updates, users conduct upgrades as soon as possible. Applying upgrades to a running manufacturing server could disrupt operations, resulting in a production loss. Manufacturing security policies should define upgrades as a scheduled activity, during manufacturing downtime.
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DHS National Cyber Security Division 
Control System Security Program 

  http://www.us-cert.gov/control_systems/ 

Presenter
Presentation Notes
Control Systems Security Program (CSSP)

The goal of the DHS National Cyber Security Division's CSSP is to reduce industrial control system risks within and across all critical infrastructure and key resource sectors by coordinating efforts among federal, state, local, and tribal governments, as well as industrial control systems owners, operators and vendors. 

The CSSP coordinates activities to reduce the likelihood of success and severity of impact of a cyber attack against critical infrastructure control systems through risk-mitigation activities. 




 Thank You! 
 

 

The 
foundation 

of every 
network is 

the physical 
layer 
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