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SPECIAL ISSUE ON Quality of Experience in the Metaverse  
Guest Editors: Francesca Marcello1 and Luca Resti2 

1University of Cagliari, Italy, francesca.marcello@unica.it 
2 University of York, UK, luca.resti@york.ac.uk 

 

The Metaverse, refers to a collective virtual shared space that is persistently online and active, created by the 

convergence of virtually enhanced physical reality and physically persistent virtual reality. It encompasses 

augmented reality, virtual reality, and the internet as we know it, all within a 3D virtual universe. 

As the next frontier in multimedia telecommunications technology, the Metaverse promises to revolutionize how 

we communicate and interact. It aims to create a space where users can interact with a computer-generated 

environment and other users in real-time. This is not limited to text or voice communication but extends to full-

body avatars that can express non-verbal cues, creating a more immersive and expressive form of communication. 

In the Metaverse, communication isn’t just about exchanging information; it’s about sharing experiences. Users 

can explore digital worlds together, participate in interactive events, collaborate in shared workspaces, or 

socialize in virtual communities. This level of interaction can create a sense of presence and social connection 

that surpasses any existing communication technology. However, the development of the Metaverse also presents 

new challenges. Ensuring a high Quality of Experience (QoE) is crucial for user engagement. This includes not 

only technical aspects such as latency, resolution, and frame rate but also factors like user interface design, 

accessibility, and safety measures.  

Thus, the Special Issue (SI) on Quality of Experience in Metaverse Communications aims to face innovative 

approaches to realize robust, secure and interactive Metaverse environments, making the communications 

through the Metaverse more user friendly and network-efficient. 

The first paper titled “Introducing MetaInterTwin - A Novel Architecture for Metaverse and IoT Integration” 

proposes a novel architecture designed to bridge the gap between Internet of Things (IoT) devices and the 

metaverse. Sensor data collected from IoT devices such as thermostats and fitness trackers can be used to produce 

a digital counterpart of the IoT device within the metaverse known as a Digital Twin (DT). However, this requires 

data from each physical device to be synchronized for each of its DTs. Additionally, DTs may exist in separate, 

cloud-based instances of the metaverse, known as subverses, meaning that an efficient and low-latency 

synchronization approach is required to maintain a high QoE for users. 

The authors propose MetaInterTwin as a virtualization layer for efficiently managing the DTs across different 

subverses. It is shown that the proposed approach greatly reduces both latency and device CPU load, when 

compared to processing the synchronization entirely on the device. 

 Next, in “Metaverse in Tourism: Enabling Technologies and Challenges through the Sardinia Use Case” the 

authors explore the potential found in the application of the metaverse paradigm to tourism, and the related 

networking, computing and ethical challenges that arise with it. The Italian island of Sardinia is presented as an 

exemplary case study, illustrating how immersive technologies can enable remote virtual tours using Virtual 

Reality (VR) headsets, and enhance in-person tours via Augmented Reality (AR). 

The authors explore the conflict between the need for detailed, historically accurate virtual environments and 

the practical limitations imposed by the limited computing capabilities of low-power wearable devices. The 

challenge is further compounded by the complex distributed network infrastructure needed to guarantee a high 

Quality of Service (QoS) and QoE in remote historical sites. Finally, the regulatory and ethical challenges of 

metaverse-enabled tourism are illustrated, as this innovative technology also carries the risk of disrupting the 

balance of the existing tourism ecosystem. 

Concluding the round-up of papers for this special issue is “Robust NeRF-based Digital Twins”, which 

introduces a robust approach for generating digital twins from web-sourced images using Neural Radiance Fields 

(NeRFs). The use of web-sourced images can lead to inaccuracies in the resulting reconstructed 3D scenes, if 
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the chosen ground-truth data set contains digitally altered or AI-generated material. To address this, the authors 

have developed an iterative approach that builds and progressively refines coherent 3D models, filtering out data 

containing signs of potential tampering. 

Once the algorithm has converged on a final model, the next challenge lies in transmitting the data to the users. 

To this end, an adaptive video streaming approach is proposed, which leverages edge nodes for caching and 

processing images before employing a machine learning-driven radio resource management scheme. The result 

is an efficient architecture that can adapt to varying bitrate requirements, maintaining both a high QoS and QoE 

in the process. 
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Introducing MetaInterTwin - A Novel Architecture for Metaverse and 

IoT Integration 
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2DIEE, University of Cagliari, claudio.marche@unica.it 

Abstract 

The Metaverse has seen significant interest and development in recent years, with major tech companies, such 

as Meta and Apple, leading the charge. However, a key challenge remains: integrating real-world Internet of 

Things (IoT) devices into the Metaverse and enabling interaction within this virtual space. In this sense, this 

research presents "MetaInterTwin", an innovative architecture designed to bridge the gap between the IoT and 

the Metaverse. Specifically, the proposed architecture introduces a novelty virtualization layer, which ensures 

real-time synchronization between the physical device and its digital counterpart, optimizing resource 

consumption and reducing latency across multiple metaverses, namely subverses. The Quality of Experience 

Influence Factors are furthermore analyzed to evaluate the architecture performances while managing different 

IoT objects, and a QoE objective model is proposed to understand how the architecture can maintain good 

performance in terms of perceived quality. 

Keywords: Metaverse, Internet of Things, Quality of Experience. 

 

1. Introduction 

 
The past decade has grown interest in Virtual Reality (VR) and Augmented Reality (AR) technologies. These 

immersive technologies have undergone significant advancements in the last two years, laying the groundwork 

for the revolutionary concept of the Metaverse. The Metaverse is a collective virtual shared space that is 

persistently online and active. It results from the convergence of virtually enhanced physical reality and 

physically persistent virtual reality, encompassing augmented reality, virtual reality, and the internet as we know 

it, all within a 3D virtual universe. 

The concept of the Metaverse has sparked widespread interest and curiosity. The most significant initiative in 

this regard has been undertaken by the company formerly known as Facebook, which has rebranded itself as 

Meta and is investing heavily in the realization of its concept of Metaverse. Meta has proposed its vision of the 

Metaverse, introducing software and headsets to facilitate immersion into this virtual universe. In 2023, Apple 

followed the case, launching its own VR/AR headset and presenting its interpretation of the Metaverse. However, 

in general, there is a noticeable gap in information available to end-users about the operational methodology of 

the Metaverse. Specifically, it remains unclear whether users can integrate their Internet of Things (IoT) devices, 

such as smartphones and home automation sensors, into the Metaverse environment and interact with them 

within this virtual space. 

Given the lack of information on this aspect, there is a need to understand how users perceive the Quality of 

Experience (QoE) when using headsets in a Metaverse scenario that incorporates real-life IoT objects. To this, 

the QoE is defined as the degree of delight or annoyance of the user of an application or service. It results from 

the fulfillment of his or her expectations with respect to the utility and/or enjoyment of the application or service 

in the light of the user’s personality and current state [1]. The way the QoE allows to monitor the perceived 

quality is the most suitable to lead the developing a Metaverse infrastructure, but there is still the need to 

understand which parameter must be monitored to understand the perceived quality.  

In recent years, the IoT has been introduced into the context of the Metaverse, enabling it to analyze and 

interact with the real world and to provide users with immersive mixed-reality environments. In this sense, the 

Metaverse helps map the real-time IoT data from the physical reality into the virtual world, acting as a 

supplement for the experiential interface of the users [2]. Several scenarios and applications have seen 

improvements due to the use of IoT in the Metaverse. One of the most important is represented by the healthcare 

scenario, in which all the IoT medical devices attached to the users’ body elicit a response in the virtual world 

and can be used to track and sense personal body information [3]. Moreover, another application is depicted by 

the educational scenario, where concepts of visualization learning are increasingly being adopted to revolutionize 
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traditional teaching methods and create immersive environments for students [4]. However, from these works, it 

is not clear how to make interoperable the IoT objects within the different Metaverses that have been released in 

the last year.   

Moved by this reason, this research paper aims to explore this not-enough-explored territory, providing an 

innovative architecture named “MetaInterTwin”, capable of managing different IoT objects and making them 

interoperable between different metaverses. The QoE Influence Factors (IFs) are analyzed to evaluate the 

architecture performances while managing different IoT objects that belong to different metaverses. 
 

2. Metaverse architecture: the Subverse 

 
The Metaverse is described as a “post-reality universe”, a continuous and enduring multi-user environment 

that blends physical reality with digital virtuality. This concept is built on the convergence of technologies that 

facilitate multisensory interactions with virtual environments, digital objects, and individuals, such as Virtual 

Reality (VR) and Augmented Reality (AR) [5]. According to this definition, the Metaverse is prototyped as a 

singular virtual space where various users can interact with each other or perform tasks alone or together. 

However, individual companies are developing their own interpretation of the Metaverse, which contradicts the 

term “universe” that implies the existence of only one Metaverse. According to this, we propose a new 

terminology: we refer to these individual metaverses as “subverses” and use the term “Metaverse” to denote the 

collective universe encompassing all these subverses. As reported in Figure 1, the Metaverse is the container 

entity that allows to operate different subverses. As the Figure 1 highlights, the subverses are not able to interact 

with each other. This particular choice has been made since the architectural differences of each subverse make 

interoperability impossible.  

 

 
Figure 1 – Metaverse containing various subverses. 

 

3. Scenario 

 
In the scenario reported in Figure 2, we consider a subject who possesses n IoT objects. These objects range 

from smart home devices like thermostats and refrigerators to wearable technology like fitness trackers. The 

subject’s goal is to integrate these IoT objects into various subverses, thus creating different Digital Twin (DT) 

copies, one for each subverse. These IoT objects have the ability to collect and analyze data, and they can be 

remotely monitored and controlled. Thus, the data collected by the IoT objects could be used to influence the 

state of each subverse. For example, if the subject’s smart thermostat collects data about the subject’s preferred 

room temperature, this data could be used to adjust the temperature in the subject’s virtual home in one subverse. 

However, the temperature must also change in the other subverses. This example is explanatory of the 

interoperability problems that need to be addressed. To this, a robust Metaverse architecture would need to be 

developed to manage the interoperability between IoT objects and the different subverses.   
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Figure 2 – Scenario. 

According to this scenario, in the following sections, we are going to introduce our proposed solution that 

contains a virtualization layer in charge to manage the DT of each IoT object. The virtualization layer manages 

the information exchanged between each DT and each subverse. To effectively test the efficiency of the 

virtualization layer, we compared latency and resource usage, during the information exchange, using our 

proposed solution and interfacing directly the IoT object to the n subverses. The performances were also 

evaluated in terms of perceived QoE. 

  

4. Proposed Solution 
 

The IoT and Metaverse cooperation has brought benefits in many important scenarios, such as entertainment, 

socialization, and smart environments. For this reason, this section aims to propose our general mixed IoT and 

Metaverse architecture, highlighting the importance of the proposed Virtualization Layer, used to share all the 

digital counterparts (Digital Twins), and making them available to the different subverses. 

 

 
Figure 3 – "MetaInterTwin" architecture. 

MetaInterTwin consists of a three-layer architecture, as illustrated in Figure 3: Physical World, Virtualization 

layer and Metaverse. The bottom layer comprises devices, such as smartphones or virtual reality headsets, tasked 

with sensing the physical environment and providing data to the layers above. The DTs serve as digital 

representations of real-world entities enhanced with virtual capabilities, detailing their characteristics and the 

services they can offer. The digital entity can be part of different subverses environments, letting the DT be 
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editable by each subverse. The proposed Virtualization layer is a management layer that makes the various DTs 

interoperable through the subverses, providing efficient resource utilization and latency reduction across multiple 

subverses. Moreover, this layer ensures real-time synchronization between the physical device and its digital 

counterpart, also sharing the device state changes with the different subverses. Consequently, all subverses are 

promptly informed of these changes, eliminating the need for redundant queries and updates. This not only 

minimizes latency but also optimizes resource consumption, enabling a more seamless and responsive user 

experience across various subverses. Finally, the upper layer, i.e. the Metaverse, completely installed on the 

Cloud, serves as a virtual universe, encompassing a multitude of proprietary subverses. Each subverse owned 

and managed independently, offers different digital experiences and realities. However, it also necessitates 

efficient synchronization mechanisms to ensure seamless interactions and transitions between different subverses. 

The MetaInterTwin goal lies exactly in solving the previous concerns, providing a solution to the subverses 

interoperability while managing IoT objects. 

 

 

 

5. Performance Evaluation 
 

As explained before, the QoE introduce the possibility to obtain a subjective measure that captures the 

perceived quality of using an application or a service [1]. Its subjectivity enables the development of objective 

quality models based on monitored IFs. However, these IFs vary depending on the application or system under 

observation [6]. In the context of the Metaverse, it is not properly defined which are the IFs that have to be 

considered to monitor the perceived QoE.  

Therefore, this section aims to identify the parameters that can be considered to analyze the QoE in a 

Metaverse/IoT scenario. These parameters will provide a more comprehensive understanding of the user 

experience within this increasingly interconnected digital landscape. Finally, the evaluation of a reference 

scenario illustrates how the proposed architecture improves the performance of managing different IoT objects 

with respect to a classical IoT/Metaverse solution. 

 

5.1 Influence Factors 

 
Traditional influence factors, such as human, system, and context factors, play a significant role in shaping the 

QoE. These include the user’s characteristics, the performance of the system, and the user’s environment. In 

order to analyze and shape a service based on the QoE, understanding these factors is crucial for optimizing the 

user experience in the Metaverse.  

Traditional IFs are those that affect the QoE of any multimedia-based application or service, such as the 

Metaverse but they can be considered as well for the IoT context.  

They include: 

• Human factors: These are the characteristics of the user, such as sex, age, affective state, and discomfort 

symptoms (e.g., cybersickness). 

• System factors: These are the aspects related to the network infrastructure, the hardware, and the 

multimedia content. These represent the various Quality of Service (QoS) factors, which are popular in 

the multimedia context. For instance, network QoS factors like packet loss, latency, and jitter have effects 

on QoE for IoT services. 

• Context factors: These are the factors that describe the user’s environment, such as physical, temporal, 

social, economic, task, and technical characteristics. They affect the user’s expectations, preferences, and 

attention. 

 

According to [7], it is clear that the quality of a multimedia IoT context can be evaluated using the above 

mentioned IFs. However, it is important to note that the rapid evolution of IoT is making way for the development 

of several IoT applications that require minimal or no human involvement in the data collection, transformation, 

knowledge extraction, and decision-making process. Therefore, evaluating their quality is challenging in the 

absence of any human involvement or feedback.  

According to this, the authors in [8] highlighted that the System IFs are the most impactful, and are those with 

less interaction required from the user. Thus, the next session is focused on the evaluation of the performance of 
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our proposed architecture based on the System IFs, in order to understand how this solution can outperform the 

common IoT approaches. Moreover, a QoE objective model is proposed to deeply understand how the proposed 

architecture can improve the user perceived quality while managing various IoT objects into different subverses. 

 

5.2 Evaluation of a Reference Scenario 

 
This section illustrates the enhancement in performance management of IoT objects within the Metaverse, 

achieved through the proposed architecture, compared to a conventional IoT/Metaverse solution. According to 

the previous explained scenario, we set a test where an IoT object, represented by a Raspberry Pi 3 Model B+, 

is interfaced with diverse environmental sensors, such as a DHT22 for capturing temperature and humidity data, 

and a PIR sensor to detect the presence of people. This device communicates and transmits the sensed data to 

the Metaverse. Specifically, we implement two distinct approaches. In the first approach, i.e. the Classical 

Approach, the device communicates directly with all the subverses, while in the second approach, which employs 

the proposed architecture, we design the novel virtualization layer that interfaces its managed DTs with all the 

subverses. This innovative layer serves as a conduit for data exchange across the subverses, enhancing the overall 

efficiency and performance of the system. As follows, we analyze the communication performances by 

monitoring the cumulative latency and the CPU Load as a resource usage parameter.   

 
Figure 4 – a) Latency and b) Device CPU Load while running the Classic Approach and the Proposed Solution. 

Considering this setup, Figure 4 illustrates how the proposed solution overcomes the classical approach in 

terms of both performances. Specifically, as illustrated in the left graph, our architecture is able to outperform 

the classical approach in terms of cumulative latency, expressed as the time needed to update all the subverses. 

This is due to the fact that in the classical approach, the device is responsible for updating all its Digital Twins 

in each subverse, and as a result, by incrementing the number of subverses, the time needed to update all the 

virtual counterparts increases exponentially. On the other hand, in the proposed architecture, the device 

communicates only with its unique DT, placed in the Cloud, which manages the communication with all the 

subverses. Moreover, as illustrated in the right graph, for a growing number of subverses, the CPU load of the 

device increases since it is responsible for updating all the DTs in each subverse. Meanwhile, in the proposed 

solution, the CPU load is constant, and the number of subverses does not affect the device resources. 
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Figure 5 QoE estimation based on latency and usage of resources. 

To understand how the quality changes when increasing the communication with the subverses, we propose an 

objective QoE modelling function, to understand the gain in terms of quality of using our proposed approach. The 

objective function maps the quality according the ACR scale (from 1 to 5 where 1 means bad quality and 5 means 

excellent quality) and it is described according to the following equation: 

 

𝑄𝑜𝐸 = 0,06 ∗ 𝐿𝑎𝑡𝑒𝑛𝑐𝑦 − 0.12 ∗ 𝐶𝑃𝑈 𝑙𝑜𝑎𝑑 + 4,38 

 

Comparing the estimated values of QoE for both approaches, is clear how much stable and performant is the 

proposed architecture. It is notable that even increasing the number of subverses, the perceived quality slightly 

decreases without going below a medium quality of 3. To evaluate these results, in future works we will execute 

a subjective test to validate the performance of the proposed architecture. 

 

 

6. Conclusions 
 

In conclusion, this research introduces the "MetaInterTwin" architecture, addressing the challenge of 

integrating IoT devices into the Metaverse. Specifically, to optimize the perceived quality, especially considering 

the IoT-related IFs, such as latency and CPU load, the implementation of a novelty virtualization layer is 

proposed. The proposed layer enables real-time synchronization between physical IoT devices and their digital 

counterparts across multiple sub-metaverses. Simulations demonstrate enhanced performance compared to a 

classic IoT/Metaverse approach. The three-layer architecture of the architecture, comprising the Physical World, 

Virtualization layer, and Metaverse, proves better results in terms of resource utilization and reducing latency, 

providing an improved QoE. 
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Abstract 

 
The metaverse is a virtual world with the potential to revolutionize tourism. Tourism stakeholders may attract 

tourists from all over the world by establishing an authentic and immersive virtual place in the world, allowing 

them to experience that place's past without ever leaving their homes, and preserving and promoting the culture 

and legacy of the place for future generations. However, numerous obstacles must be overcome before the 

metaverse may be fully realized in that place. Content generation, technical execution, and regulation are among 

the hurdles. This article outlines two prospective metaverse use cases for deployment, describes some of the 

constraints that must be overcome, and examines several enabler technologies that can help to overcome these 

challenges. 

Keywords: Metaverse, Edge AI, Sustainable Tourism, Extended Reality 

 

1. Introduction 

 
5G and beyond networks will enable a wide range of advancements in media service delivery [1], [2]. In such 

a context, the future of communication technology appears to be centered around immersive communications, 

encompassing extended reality (XR), haptic, and holographic applications [3]. Then, with the transition from 

two-dimensional (2D) to three-dimensional (3D) displaying methods and the addition of enhanced multisensorial 

content, the lines between the physical and virtual worlds will become increasingly blurred. As a result, 

immersive 3D communications are expected to significantly impact the communication industry and our lifestyle 

in the coming years, paving the way for the metaverse paradigm [4]. 

The metaverse is defined as “the post-reality universe, a perpetual and persistent multiuser environment 

merging physical reality with digital virtuality. It is based on the convergence of technologies that enable 

multisensory interactions with virtual environments, digital objects, and people, such as virtual reality (VR) and 

augmented reality (AR)” [5]. 

The metaverse applications provide a virtual world where people can interact with the digital environment and 

other users in real-time [6]. These applications are characterized by diverse key performance indicators (KPIs), 

imposing tight quality of service (QoS) requirements in terms of ultra-high reliability, data rate, energy efficiency, 

scalability, and very low latency. Then, the end-to-end (E2E) network deployment must be dotted with enough 

capabilities to deliver high quality immersive applications and not impair user quality of experience (QoE). 

Integrating technologies like unicast/multicast/broadcast delivery [7], slicing [8], edge-cloud computing, big data, 

and artificial intelligence (AI) [9] is crucial to making the metaverse possible. Moreover, the cooperation of 
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terrestrial and non-terrestrial networks (TNs-NTNs) must be effectively managed to satisfy the “always best 

connected” (ABC) paradigm with adequate differentiated traffic management [10]. 

On the other hand, in addition to the technical challenges previously mentioned, the metaverse environment 

presents several issues related to security, privacy, ethics, and content creation, among others [11], [12]. 

Consequently, academia, industry, and regulatory entities must work together to identify and handle these 

challenges effectively. 

Along with the evolution of the metaverse, new capabilities and groundbreaking services will emerge, directly 

impacting the entertainment, health, industry, educational, transport, and tourism sectors. Particularly, the 

metaverse offers new avenues for sustainable tourism [13], addressing accessibility challenges in showcasing 

historical sites. Sustainable tourism is crucial in managing resources and communities. Efforts include carrying 

capacity studies, reducing footprints, promoting ecotourism, and environmental protection [14]. Additionally, 

reduced visitation during the COVID-19 pandemic impacted tourism, revealing potential opportunities for 

sustainable tourism [13]. 

For travel and tourism customers, entering metaverse platforms connects their minds with the virtual worlds 

as if they are in an airplane, a hotel, or a particular destination [15], [16]. The metaverse does not intend to 

replace physical travel. It creates a desire to travel and enhances tourists’ real experience on-site or remotely. 

This short paper focuses on the metaverse and its potentialities for tourism, enabling technologies, and 

challenges. To comply with our goal, we propose deploying two metaverse use cases on Sardinia. This Italian 

island must be discovered by travelers worldwide, avoiding seasonal overtourism [17]. The Sardinian community 

needs a solution to attract tourists by showing archaeological sites, ancient traditions, and breathtaking 

landscapes in attractive and sustainable ways. In such a context, the metaverse is a great opportunity to approach 

Sardinia’s huge and fascinating heritage. Metaverse for travelers is a time-travel journey that can be explored 

and that can take users through different eras, from the Nuragic age to the Roman Empire and even to the present 

day. 

The remainder of the paper is structured as follows. Section II presents two metaverse use cases for sustainable 

tourism in Sardinia. Section III examines some of the enabling technologies to implement the proposed 

metaverse applications. Then, Section IV discusses content, technical, and regulation challenges for the 

metaverse tourism implementation. Finally, Conclusions are drawn in Section V. 
 

2. Looking inside Sardinia: Use Cases 

 
The tourism in Metaverse project consists of two significant use cases aimed at engaging users both inside and 

outside Sardinia as shown in Figure 1. 

The first scenario involves remote exploration through VR technologies: individuals physically distant from 

Sardinia can have an immersive experience in the metaverse, overcoming economic or health limitations and 

simultaneously stimulating audience engagement. The local tourism system ‘Sardegna Turismo’ integrates the 

access link to this platform, allowing users to explore the region easily and completely free of charge. This user-

friendly experience is accessible directly from the browser without any expensive VR devices and any kind of 

disorders such as motion sickness related to them. On the other side, they can opt for a more immersive 

experience using a personal third-party VR headset like Oculus or a complete VR set with sensors. The platform 

offers a range of location and historical period options; users can select their preferences to travel through time 

and space, experiencing an interactive and engaging journey. A virtual guide interacts directly with participants, 

enhancing the experience by providing real-time information and answering questions. This is an innovative way 

to explore the environment and history of Sardinia. It is further an opportunity to stimulate real tourism, 

encouraging users to physically visit the places they have explored virtually. 

The second scenario involves AR technologies: tourists physically visiting Sardinia can enhance their 

exploration. This service is directly accessible on-site at an archaeological zone, a natural area, or a village. Local 

guides offer a more innovative and engaging tour by overlaying digital information and 3D content onto the real 

space. Moreover, the use of VR headsets or personal smartphones allows a more inclusive approach, enabling 

participants to tailor the experience to their preferences. For example, some people may prefer the use of VR 

headsets for complete immersion, while others may choose for their smartphones for greater flexibility. Visitors 

can explore the area with the support of a local guide or independently for a customized experience. The visitor 

is no longer a passive listener but actively involved in the tourist tour by interacting directly with the context 

enriched with 3D content and educational activities. Exploring places with AR makes the experience stimulating 

and memorable, allowing users to interact with the real context, creating a seamless synergy between the digital 
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and physical worlds and reducing the motion sickness disorder associated with VR headsets. 

   In both cases, the main goal is promoting Sardinia, its territory, and its historical-cultural heritage in the 
metaverse platform through VR and AR technologies: an innovative and accessible way for delivering an 
unforgettable and sustainable tourist experience. 

 

 

3. Enabling Technologies 

 
The E2E network deployment must be dotted with enough capabilities to enable the proposed metaverse use 

cases. In such a context, storage capacity, computational complexity, data movement cost, power consumption, 

and privacy issues are critical concerns. Additionally, the slicing paradigm arises as an effective technology to 

add flexibility, prioritization, and isolation by creating several logical network slices (NSs) utilizing a shared 

physical infrastructure. Consequently, the metaverse applications can be accommodated in diverse slices and 

enjoy differentiated traffic management regarding QoS constraints and network load. 

As Figure 1 shows, we consider a heterogeneous radio access network (RAN) infrastructure to deliver the 

proposed applications effectively. For example, the users accessing Sardinian tourist sites through the first use 

case can use the TN connectivity (e.g., Wi-Fi access point (AP) or macro-base station (BS)). They must have a 

Service Level Agreement (SLA) that guarantees fulfilling the latency, throughput, and other QoS requirements 

for an adequate user perception. 

For the second use case, the TN-NTN combination is crucial to achieve a satisfactory QoE and to optimize the 

radio resources following the ABC paradigm. Particularly, several archaeological sites can be situated in remote 

zones where the TN deployment is unaffordable. Then, unmanned aerial vehicles (UAVs) acting as aerial BSs 

represent an economical solution to provide the service thanks to their flexibility and rapid deployment. 

Moreover, the metaverse application can be mapped into a multicast slice to simultaneously satisfy many users 

located in the same area through effective resource management. 

On the other hand, we aim to leverage multi-access edge computing (MEC) to process our metaverse tasks 

locally. The primary objective is to reduce E2E latency and develop a solution that is both cost-effective and 

sustainable. Our solution utilizes existing local resources, such as desktops or laptops, to host the MEC, which 

can perform image processing and deep learning tasks, including model training and inference. By utilizing MEC, 

computational tasks are offloaded from the remote cloud to the edge, resulting in reduced data transmission 

latency and enhanced real-time data processing capabilities through the integration of deep learning. Additionally, 

the study focuses on cost-effectiveness by utilizing existing local resources, reducing dependency 

 

 
Figure 1. Metaverse traveler’s use cases 

on expensive cloud infrastructure. Sustainability is also prioritized through a reduction in energy consumption 

via localized computing and decreased network bandwidth requirements. 

 

4. Challenges 
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To realize our vision of a virtual and immersive metaverse for the use case of Sardinia, two primary challenges 

relating to content and technical implementation are mentioned in the following. 

 

4.1   Integrity versus Immersion 

 
  From a non-technical point of view, the success of historical-specific or virtual-world experiences in general 

must pay attention to how immersive the users’ experience is. Immersion is defined through three key concepts: 

sight, sound, and touch [18]. While the last one has not yet been technically realized, the first two have been 

demonstrated widely in the gaming industry. In this area, historical perspectives have been considered and 

utilized widely. A clear example comes from the series Assassin’s Creed from Ubisoft, of which many medieval 

and ancient cities/locations (e.g., Paris in 1798, London in 1868, Egyptian B.C) had been reconstructed with 

relatively historical accuracy. To achieve that, the company has worked intensively with more than 70 

archaeologists and guided tours covering a vast range of aspects of life and ritual at the time [19]. Partly inspired 

by Ubisoft’s approach, the DECIMA project at the University of Toronto has created a fully interactive 3D urban 

map of Florence, Italy, in the 16th century [20]. 

  Several factors that contribute significantly to immersion in gaming, such as ancient human accents and 

dialects, old music, and extinct animal sounds, may pose challenges for adoption in virtual tourism. The gaming 

and tourism industries have different purposes and target audiences, making it difficult to align tasks between 

them. Gaming focuses on entertainment and often does not claim to be historically accurate, giving developers 

the freedom to creatively fill in missing data from history, especially ancient history. Additionally, gamers are 

often young people who prioritize entertainment over historical accuracy. In contrast, tourism is closely tied to 

a country’s culture and politics [21] and, therefore, must strictly protect the integrity of information. Tourists 

have a wide range of motivations, including entertainment and education. Inaccurate historical information can 

mislead people’s understanding of a culture. 

  Crafting an immersive virtual world for tourism poses a unique challenge in preserving historical integrity. 

While the gaming industry’s expertise in virtual world creation can serve as a solid foundation, historical data 

must be handled with utmost care and presented accurately, authentically, and engagingly. This requires close 

collaboration with archaeologists and historians to ensure that the virtual world faithfully represents the past 

without compromising historical accuracy or authenticity. 

 

4.2   Technical implementation 

 
  Recently, the birth of many graphic engines and rendering platforms, e.g., Unreal Engine 5, Unity, Roblox, 

and Nvidia Omniverse [22], has enabled computer graphics to be ultrarealistic. However, applying them to 

VR/XR-enabled tourism faces many challenges from both computing and networking. This is due to the intrinsic 

of the tourist use case comprising remote location, mobility of users, and the limitation of wear devices. In detail, 

the computing challenges primarily come from the computing power requirement to render such a detailed 

environment in real-time with a smooth and high QoE. However, most of the virtual immersive worlds nowadays 

are rendered through powerful, stationary computers and servers. VR/XR glasses, if applicable, normally connect 

to these computers, thus offloading the entire processing to the computer. However, this is not applicable to the 

metaverse where mobility is allowed for users to freely roaming in an augmented world, for example, in a ruined 

city or excavating historical site. Equipping computing power right at the glasses will meet the challenge of 

battery power and the device’s weight. On the other hand, cloud computing and wireless communication can 

fulfill the demand for powerful computation while maintaining device weight and mobility. However, the 

metaverse, which relies on the cloud, is entirely dependent on the communication path between the distant 

datacenter and local devices. This makes it prone to transmission latency and bandwidth constraints. 

  One solution to address this challenge is applying edge-cloud/MEC [23], where data processing is performed 

at nearby micro data centers or stations instead of relying solely on the cloud. This approach reduces latency and 

bandwidth usage in the core network by minimizing the distance data needs to travel. However, as the Metaverse 

aims to seamlessly integrate the physical and virtual worlds through digital twins (DTs) [24], which incorporates 

mixed data formats, such as haptics, videos, human-to-environment interactions, and human-to-human 

interactions, other stringent requirements need to be realized. This ambitious vision necessitates large bandwidth 

and ultra-reliable low-latency communication (URLLC) to support immersive content delivery and real-time 

http://www.comsoc.org/~mmc/


IEEE COMSOC MMTC Communications - Frontiers 
 

http://www.comsoc.org/~mmc/                                 18/26                                      Vol.19, No.3, May 2024 

 

interaction. To achieve these stringent requirements, reliable networking infrastructure is essential. A 

comprehensive communication overhaul is needed, encompassing both high-layer protocols and low-layer 

communication mechanisms. From higher-layer network orchestration, network slicing with dedicated network 

slices can be allocated for Metaverse traffic, ensuring prioritized access and resource allocation for latency-

sensitive applications. Network virtualization with Network functions virtualization (NFV) and software-defined 

networking (SDN) [25] can be employed to create flexible and agile networks that can adapt to the dynamic 

demands of the Metaverse. From a low-layer networking perspective, managing diverse mobility patterns within 

Sardinia’s varied geography is a challenge for the metaverse, necessitating adaptable network infrastructure to 

accommodate users stationary or moving. Employing high-frequency bands (e.g., millimeter–wave and terahertz) 

is crucial for achieving high data transfer rates and quality VR/AR experiences. However, these bands pose 

challenges like signal attenuation over distances, signal penetration obstacles, and interference from physical 

objects, requiring careful consideration for optimal implementation [26]. 

  By addressing these technical challenges, we can pave the way for a truly immersive and seamless Metaverse 

experience, blurring the lines between the physical and virtual worlds. 

 

4.3   Regulation and social effects 

 
With its immense potential to collect vast amounts of data, including body-based, spatial, and biometric 

information, the metaverse raises significant privacy and sovereignty concerns [27]. The introduction of digital 

assets like cryptocurrencies and non-fungible tokens (NFTs) within the metaverse further exacerbates these 

concerns, as these assets can be exploited for illicit activities such as money laundering [28]. To address these 

challenges, regulatory measures have been initiated by the Italian government and European authorities [29]. 

However, the metaverse’s nascent and rapidly evolving nature presents a significant obstacle to effective 

regulation. Ensuring historical accuracy within the metaverse is crucial to prevent misinterpretation or 

oversimplification of historical narratives. The metaverse’s impact on physical tourism is a complex issue. While 

it could stimulate virtual tourism, there is a risk that it might deter in-person visits, potentially affecting local 

businesses [21]. Addressing data privacy and ethical considerations, particularly concerning sensitive historical 

data, demands careful and compliant integration within the metaverse. 

 

5. Conclusions 

 
To create a realistic and immersive virtual Sardinia, advanced 3D modeling and cultural and linguistic 

authenticity would be required. Furthermore, the content structure must be scalable in order to support expansion 

and new discoveries. The metaverse has the potential to completely transform tourism in Sardinia. Sardinia may 

benefit from its tremendous prospects by tackling the difficulties described above and embracing the power of 

the metaverse. 

The findings of our article can help Sardinia establish a metaverse tourism strategy. This strategy can help to 

keep Sardinia at the forefront of metaverse tourism. These popular uses may allow visitors to tour ancient ruins 

and historical places without fear of causing damage or disrupting local communities. Furthermore, through 

interactive encounters and simulations, virtual tourists could learn about Sardinia culture and heritage. Tourists 

might connect with other travelers and discuss their Sardinia experiences. As a result, the metaverse has the 

potential to increase the accessibility, sustainability, and inclusiveness of tourism. By implementing a well-

thought metaverse tourism strategy, Sardinia may position itself as a leader in this new and interesting industry. 
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Abstract 

 
The envisaged 5G and beyond networks offer unprecedented breakthroughs in media service delivery, new 

capabilities, and disruptive use cases. The next realm in the future of broadband communications is immersive 

communications, blurring the boundaries of the physical and the virtual worlds. This work presents an image-

based 3D reconstruction using Neural Radiance Fields [1] that creates digital twins based on web images that 

may include fake or perturbed ones. Perturbed images may disrupt the 3D reconstruction process; hence, it is 

necessary to filter them out. We propose an iterative reconstruction method where incremental 3D models are 

updated sequentially adding images. The final 3D model is deployed to the user through a dynamic multicast 

adaptive video streaming in an edge cache-assisted network. Our solution includes an ML-based multi-beam 

multicasting radio resource management (RRM) subject to the viewer’s field-of-view (FoV). 

Keywords: 3D scenes, metaverse, adversarial attack, NeRF, Digital Twins, edge caching, multicasting.  

 

1. Introduction 

 
The metaverse offers transformative advantages for diverse experiences, such as virtual trips and events. It 

erases geographic barriers, rendering cultural destinations and attractions universally accessible. Users can 

engage intimately with various elements through augmented and virtual reality technologies, leading to 

immersive encounters. Robust social interactions within the metaverse cultivate global communities, facilitating 

enriched cross-cultural communication. Museums and other institutions can leverage virtual offerings to expand 

their revenue streams. This inclusive and captivating metaverse fosters cultural appreciation, leveling the playing 

field for all. Ultimately, the metaverse introduces a new era of exploration and enjoyment, marked by heightened 

accessibility, community-building, immersive engagements, and sustainable solutions across various domains. 

3D reconstruction is a cornerstone technology within the Metaverse, empowering the creation of lifelike virtual 

environments, interactive objects, and immersive experiences that closely emulate reality. Through methods like 

photogrammetry or LiDAR scanning, it captures and replicates physical spaces, offering invaluable applications 

in gaming, virtual tourism, and realistic scenario simulations. Nonetheless, attaining precise 3D reconstructions 

from 2D images presents challenges; variations in lighting, occlusions, and complex surfaces can impact the 

accuracy of the models. Furthermore, ensuring accurate depth representation remains a hurdle, especially in 

expansive environments. Techniques such as stereo vision or photogrammetry encounter difficulties in capturing 

intricate depth details in certain scenarios. Robustness in 3D reconstruction signifies the capability of 

reconstruction algorithms to deliver dependable and accurate outcomes amidst diverse conditions and 

complexities. This resilience is pivotal to maintaining the fidelity and precision of reconstructed 3D models 

overcoming issues like data variations, environmental challenges, or inherent noise. 

Within image-based 3D reconstruction methods, photogrammetry is a widely acknowledged technique capable 

of generating dense, geometrically accurate 3D point clouds of real-world scenes from a collection of images 
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taken from diverse viewpoints [2]. However, photogrammetry has inherent limitations, especially when dealing 

with non-cooperative surfaces. Its sensitivity to object textural properties can hinder precise 3D measurements, 

and it may struggle to create highly detailed reconstructions. Recently, a groundbreaking approach for 3D 

reconstruction from image datasets, known as Neural Radiance Fields (NeRFs), has garnered significant attention 

in the research community [1]. This innovative method excels in producing new perspectives of intricate scenes 

by optimizing a continuous scene function using a set of oriented images. NeRF operates by training a fully 

connected network, referred to as a neural radiance field, to replicate the input scene views through a rendering 

loss. 

While the NeRF algorithm offers substantial capabilities, acquiring a robust 2D image dataset remains a 

significant challenge. Without such a high-quality dataset, the NeRF algorithm might not achieve optimal results. 

Furthermore, various entities, such as museums and companies, maintain stringent privacy protocols for their 

datasets, limiting accessibility. In such instances, leveraging web-based images becomes crucial to assemble a 

comprehensive dataset. However, assembling such a dataset requires employing some AI-based methods like 

Content-based image retrieval (CBIR) [3] to distinguish between valuable and irrelevant images [4, 5]. In 

addition, certain fabricated images may infiltrate the relevant image set, which can be identified and removed 

using advanced deep learning techniques such as deepfake detection methods [6]. Once a curated dataset is 

established, the NeRF algorithm can then be effectively utilized for the 3D reconstruction process. 

For bandwidth-demanding applications, especially for a dense user deployment, multicast traffic delivery can 

significantly benefit communication and computing components. This capability provides cost-effective and 

resource-efficient delivery mechanisms to multiple end-users requesting the same content [7]. Tailored point-to-

multipoint communication strategies can provide considerable capacity gain into the beyond 5G ecosystem. In 

such a context, ubiquitous edge-caching and multicast support can enable a large scale of low-latency video 

services, as above presented. In [8], the authors analyze how applications based on omnidirectional video with 

ultra-large bandwidth, such as VR and holographic, heavily rely on adaptative video streaming to deliver multiple 

streams of high-definition content subject to the viewer’s field-of-view (FoV). 

Bearing the previous analysis as a benchmark, we cover essential aspects regarding 3D scenes, adversarial 

attacks, NeRF, and service deployment in this research. We present an image-based 3D reconstruction using 

Neural Radiance Fields where incremental 3D models are updated by adding images in a sequential way. The 

final 3D model is delivered to the end-users, combining adaptive video streaming in an edge cache-assisted 

network and dynamic multi-beam multicasting. 

The remainder of the paper is structured as follows. Section II presents the system model and scenario 

description. Section III details the proposed methodology, analysis, and remarks. Finally, conclusions are drawn 

in.  

 

2. Scenario Description and Proposed Method 

 
We want to study an adversarial scenario regarding 3D scenes used in the metaverse. We consider that an Actor 

A possesses a valuable Target Object (TO), be it a statue, prototype, engine, or any tangible asset. Concurrently, 

actor B wants to develop a virtual 3D replica of TO, exploiting publicly available images of the TO, called 

Dataset. Actor A has the ability to engage in an adversarial attack. This involves the deliberate injection of 

counterfeit versions and disruptive artifacts into the Dataset. In actor B, we identify that needs to effectively filter 

out these tampered images, creating a digital twin of the TO, easily and efficiently deployable in a 3D synthetic 

environment.  

 
Figure 6Picturing a possible scenario 
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To counter adversarial images during the 3D scene reconstruction process, we have developed a method that 

aims to maintain the integrity of the reconstructed model. Our proposed approach involves several key steps, as 

presented in Figure 2. By implementing these steps, our proposed approach defends against adversarial attacks 

and enables the creation of a robust and coherent 3D scene model suitable for multiresolution paradigm 

broadcasting in augmented reality environments. In the following subsections, we delve into the different elements 

of the proposed architecture. 

 
Figure 7 General overview of the proposal 

2.1 Initial 3D Scene Reconstruction 

 
Our process starts by collecting as many images as possible of the TO, in order to obtain representations of it 

from different points of view. Thus, this first step provides the research of the data on the web and it could lead to 
the possibility of finding non-compliant images. It often happens that data coming from different web sources 
may have been manipulated using either traditional editing tools or deep learning-based ones, or even they may 
have been fully generated using the more recent and sophisticated AI methods. Therefore, the first step we need 
to pursue is a dataset-cleaning operation that involves a filtering process by detecting all the images that seem to 
be fake and consequently useless. 

Given the potential damage that maliciously poisoned images could produce, our system incorporates advanced 
image analysis techniques to detect these images and exclude them from the following steps. The Detecting 
operation is conducted with D, which represents our detecting methods. We suppose that the adversarial attack 
could involve either the creation of fully generated fake versions of the data or manipulated images with the 
injection of fake parts inside them. The D model is implemented as a neural network, typically these could be 
Convolutional Neural Network (CNN) [9, 10], or the more recent Transformer architecture [11, 12]. The 
techniques are usually looking for the artifacts left in the images by the manipulations. These are often invisible 
to the human eye and have to be searched with the help of data-driven deep-learning approaches. Indeed, during 
the image acquisition process each type of camera generates a specific noise that is consequently visible in real 
and unaltered images. However, when the images are tampered with manipulations these original camera's traces 
are corrupted and the alteration process becomes visible [13]. Once the dataset has been cleaned up, we can move 
on to the next step for the creation of the 3D scene. 

Starting Robust NeRF-Based Reconstruction: Leveraging robust Neural Radiance Fields techniques, as outlined 
[14, 15] we perform the initial 3D scene reconstruction. This process is critical for establishing a baseline 
representation of the scene to which further images can be compared and aligned to. 

 

2.2 3D Model Iterative Refinement 

 

Incremental Image Integration: Next, we select a new image from the unprocessed ones and attempt to 
incorporate it into the existing 3D model. This incremental image integration allows us to continuously refine the 
model, evaluating each image by its own. 

Coherence Evaluation and thresholding: To assess the coherence of the updated 3D model, we perform novel 
view synthesis to evaluate coherence and reuse the detector D. This step helps us determine how well the added 
image aligns with the existing model and whether it introduces any inconsistencies. We propose a straightforward 
yet effective thresholding approach to maintain low runtime complexity. The output of the detector D is used to 
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decide whether to keep or discard the integrated image based on the score of the generated novel view. Images 
that meet a predefined coherence level are retained, while those that do not pass the threshold are discarded. 

Iterative Refinement: Finally, we enter an iterative loop, returning to step 4, where we select a new image and 
attempt to add it to the 3D model. This iterative process safeguards the model against potential adversarial attacks. 

 

 

2.3 Final Users' Deployment 

 

The above-described reconstruction process stops when the custom objective criterion is met or all the images 
have been scanned. Once the final 3D model is built, it must be delivered to the end users. The multicast capability 
can significantly improve communication and computing components in the context of the addressed use case. 
Moreover, In [8], Zhong et al. present a decentralized optimization for multicast adaptative video streaming in 
edge-caching assisted networks. In [16], the authors present a multicast-aware optimization for resource allocation 
combined with edge computing and caching. As defined in [17], VR broadcasting is the most direct method that 
aids wireless users in getting access to the metaverse. The VR broadcast is transmitted in a heterogeneous manner 
in the metaverse due to the heterogeneous nature of wireless and edge devices. 

From the above analysis, our service delivery strategy is based on a dynamic multi-beams multicast adaptive 
video streaming in an edge cache-assisted network. Figure 3, represents a simplified block diagram of the proposed 
delivery strategy. We avoid delivering the whole image and any unnecessary bandwidth consumption caused by 
the potential delivery of the full image. Integrating edge caching into the video processing chain reduces the 
latency and simplifies the multicast design [8, 18]. The considered adaptive video streaming management enables 
personalized video experience with dynamic adjustments of the video bitrate regarding the variations in the 
network, the users' reception conditions, and the FoV.  

 

 
Figure 8 General illustration of a cache-assisted adaptative 3D streaming with dynamic multi-beams multicasting system 

An important advantage of the presented cache-assisted network is that the core of the 3D model post-processing 
is executed at the nearby edge caching node instead of the far multimedia server. This characteristic is essential 
for our particular application, where the 3D image is dynamically tiled with multiple representations and 
requirements. Each tile is associated with a specific bitrate regarding the reception conditions of users with a 
common FoV.    

Our solution includes an ML-based multicasting radio resource management (RRM) subject to the requirements 
of each tile and the characteristics of the users interested in the same tile. The implemented multicasting solution 
takes advantage of the users' spatial diversity and common FoV to execute adaptative multicast multi-beam 
beamforming. We dynamically adjust the number of multicast beams, the beam parameters, and the allocated 
resources, accomplishing the tile requirements and maximizing the users' quality of service and quality of 
experience. 
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3. Conclusions 

 
In the context of augmented reality, the faithful representation of real objects is paramount. Our approach, 

designed to enhance security and fidelity in 3D scene reconstructions for multiresolution broadcasting, offers a 

robust solution. Through meticulous image curation and detection of maliciously altered content, we have 

established a defense against adversarial threats. Utilizing advanced Neural Radiance Fields (NeRF) techniques, 

we have strengthened our 3D model creation processes. Iterative refinement and efficient thresholding further 

ensure the model's integrity. As augmented reality environments advance, our method stands as a resilient 

guardian, securing the faithful digital twin representation of real objects in a virtual environment. The final 3D 

model is delivered to the user through a dynamic multi-beam multicast adaptive video streaming in an edge 

cache-assisted network. 
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