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Abstract—Whether it is port scans, spam, or distributed
denial-of-service attacks from botnets, unwanted traffic is
a fundamental problem in all networked systems. Although
proof-of-work has been proposed as a mechanism for
thwarting such attacks, few proof-of-work systems have
been successfully deployed. One of the problems in the
proof-of-work approach is that the systems that issue and
verify puzzles are typically located at or near the server
edge. Rather than eliminate the denial-of-service problem,
such approaches merely shift the problem from the service
itself to the proof-of-work systems protecting the service.
As a result, adversaries can disable services by flooding
the issuer, by flooding the verifier, or by flooding all of the
network links that lead to the issuer and verifier.

To address this problem, this paper proposes a new
approach for building proof-of-work systems based on
publicly verifiable client puzzles. The system works by
issuing a single “public work function” that clients must
solve for each of its subsequent requests. Because the
work function is publicly verifiable, any network device
at the client’s edge can verify that subsequent traffic will
be accepted by the service. The system mitigates floods
to the issuer since only a single work function needs to
be given per client, thus allowing duplicate requests and
replies to be supressed. The system mitigates floods to the
verifier and across links leading to the server edge by
allowing the verifier to be placed arbitrarily close to the
client adversary.

I. I NTRODUCTION

With the continued presence of spam, scans, and
botnets on the Internet, it is clear that unwanted traffic
still poses significant challenges. One of the problems
is the lack of mechanisms for controlling who or how
someone accesses public services. Once its location is
known, unsolicited traffic can immediately reach any
service. There have been a number of approaches for
combating unwanted traffic with solutions ranging from
indirection [1], [2], [3], [4], filtering [5], [6], [7], capa-
bilities [8], [9], and proof-of-work [10], [11], [12], [13],
[14], [15], [16].
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The above systems have many salient features that
must be incorporated to adequately address the problem
of unwanted traffic. Indirection provides the ability to
hide or dynamically relocate a public service in order
to prevent malicious clients from reaching the service
indefinitely. Filtering is necessary to stop unwanted
traffic as close to the source as possible. Capabilities
are necessary to give services dynamic, fine-grained
control at the request level over access. Finally, proof-of-
work is necessary to ensure adversaries commit as many
resources as they are requesting from a service.

This paper proposes an approach that integrates as-
pects of each of the techniques into a mechanism based
on “public work”. The crux of the scheme is simple.
The service, as part of advertising its location, provides
a publicly verifiable work function that the client must
solve in order to correctly reach the service. A client
must attach a valid answer to this function along with its
service request. If the client does not, then any network
device that has recorded the previous advertisement can
verify that subsequent requests are not wanted by the
service and can then drop them long before they reach
their destination. Since the service itself controls the
difficulty of the work function passed back to the clients,
it can control its reachability at a fine granularity.

II. PUBLIC WORK APPROACH

A. Basic approach

Figure 1 shows the basic approach. In the scheme, as
part of advertising its location, a service also supplies
a source-specific work function whose solution must
be calculated by the client and attached on subsequent
service requests before being given service. The work
function can be delivered either on-demand (e.g. piggy-
backed on DNS replies) or a-priori (e.g. via key inser-
tions into a DHT [3], periodic publishing [17], or pre-
fetching [18]). The novel property of the work function
is that it is publicly verifiable, that is, any network device
that receives the advertisement can determine the validity
of subsequent service requests. In addition, while the
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Fig. 1. The public work approach.

work function is easy to generate and verify, it requires
resources to calculate a correct answer. This property
enables devices at the client’s edge to detect and filter out
traffic that is unwanted by Internet services. As shown
in the figure, requests that do not have valid public work
attached are filtered as soon as they reach a network
device that verifies public work.

The public work scheme draws from indirection in
enabling the service to avoid targeted attack by allowing
it to dynamically change its “reachable” locations via
continuous updates to its public work function. In order
to construct a valid request that will reach a service, a
client must have a correct answer to a recent public work
function along with the service location. Furthermore, if
the function is source-specific, the service can control
these “reachable” locations on a per-client basis.

The scheme draws on aspects of filtering by sup-
porting destination-controlled filtering at the edges of
the network. Specifically, filters or verification points
can be placed at any point in the network that receives
both the public work advertisement and the subsequent
request. For example, the first-hop router at the client
could store the public work advertisements and then
check that subsequent requests satisfy it. A service that is
receiving unwanted traffic from particular sources could
advertise to those sources a public work function with
a high degree of difficulty or one without a solution. If
the source chooses to solve the function, it is slowed
considerably. If it ignores the function, then due the
public nature of the advertisement, intermediate network
nodes can drop subsequent requests.

The scheme draws on capabilities by giving the service
complete control over the clients that access it since the
work function can be made specific to the requesting
client. The difficulty of the function directly controls
how clients are given access. The public nature of the
verification allows nodes at the edges of the network to
validate subsequent capabilities.

The scheme also embodies ideas of proof-of-work.
The work function given to the client is a puzzle of
a certain difficulty. The client must solve the puzzle
correctly and attach the answer to a subsequent request
in order to reach the service. The key difference of the
scheme is that the solution to the public work function
or puzzle is publicly verifiable.

B. Sudoku: A Toy Example

As a toy example of a public work function, consider
a system where a service issues ann-digit “Sudoku”
puzzle to each client along with its location. Based on
the amount of resources the service wishes the client to
consume,n is either increased or decreased. Given the
puzzle, clients must then attach a valid solution before
its requests are forwarded. As Sudoku is an NP-complete
problem [19], it is difficult for clients to calculate solu-
tions while it is easy to check valid solutions assuming
the verifier has previously recorded the puzzle. While
Sudoku puzzles are an interesting example, they have
several drawbacks that make them unsuitable for use in
the network. One drawback is that it is unclear how to
efficiently generate appropriate puzzles with configurable
difficulty. Another is that puzzle answers could be reused



amongst clients leading to the potential for off-line
storage and pre-computation attacks.

C. Goals for a Public Work Function

To develop an appropriate public network puzzle, we
first examine ideal goals for one. Formally, a public work
function is any computational puzzle whose answer can
be publicly verified. While many public work functions
might exist, the following four properties are necessary
for a public work function to be practical in this context.

• Fast issuing: Generating the function must add min-
imal overhead to the service advertisement process.

• Fast verification: While finding a solution to the
function must be non-trivial, verifying a solution
must add minimal overhead to request forwarding.

• Flexible binding: The function must be flexible
enough to bind to various scales of communication,
such as packets, flows, or flow aggregates.

• Limited precomputation and replay: The function
must resist precomputation and replay attacks.

D. A Novel Public Work Function

To meet the above requirements, we propose a new
class of public work functions calledtargeted crypto-
graphic hash function reversal. In its simplest form,
the service attaches a per-client random numberNC and
difficulty DC with its service advertisement. The client
must then calculate an answerA such that:

SHA1(A,F,NC)≡ 0 mod DC

whereF represents flow properties of the subsequent
request such as the addresses and ports of the source
and destination. In its use here, SHA1 is assumed to
be a one-way function that has uniformly distributed
random output. It must be one-way so that finding the
unknown parameterA involves a non-trivial search. It
must also have uniformly random output so that the
solver is expected to tryDC distinct values forA before
finding a value that satisfies the equation. Note that the
function itself changes on a per-request basis withF ,
forcing distinct client requests to calculate new answers.
While a client might simply reuseF on subsequent
requests, such duplicates are easy to identify and drop at
the client edge using techniques such as Bloom filters.

In this construction, the solver must back-out the
message that produces a given digest, commonly re-
ferred to as a preimage attack. The construction thus
exploits the hash function’spreimage-resistantproperty.
The message to be hashed is created from the concate-
nation of the puzzle parameters (the answer, the flow,

IV size Input size Hash effort
20 bytes 64 bytes 1144 cycles

TABLE I
SHA1 HASH COMPRESSION FUNCTION SPEEDS.

and the random number). Since the input size of most
hash functions is large enough to incorporate all of the
parameters, the construction can be completed in a single
execution of the hash’s internal compression function,
thus making answer verification extremely fast. Although
hash functions have not been proven to have uniformly
distributed output, experimental evidence indicates that
many of them do [20].

The function meets each of the requirements:

• Fast issuing: The issuer generates a single random
numberNC and a difficultyDC to issue a new work
function to a particular client. The random number
NC is periodically updated to maintain freshness.
The per-client difficultyDC can be obtained via a
simple table lookup or a counting Bloom filter [21].

• Fast verification: The verifier only needs to perform
a table lookup to retrieve the appropriate work
function (NC, DC) and a single SHA1 hash to check
the answerA in order to determine the validity of
the subsequent communication. Table I shows the
number of clock cycles on a 1.8GHz Pentium 4
system required to execute the SHA1 hash function
in the construction above. The overhead of the hash
is around 1100 cycles (< 1us).

• Flexible binding: The parameters that defineF are
configurable and can include the source and desti-
nation addresses, ports, and other protocol fields.

• Limited precomputation and replay: The validity of
a work function is directly controlled by the service.
Precomputation and replay are limited since the
work function is periodically updated by generating
and advertising a new random numberNC and
difficulty DC.

III. T OWARDS PRACTICAL PUBLIC WORK SYSTEMS

While the public work mechanism is promising, there
are a significant number of research problems that must
be overcome in order to build real systems that can
leverage the approach to effectively reduce unwanted
traffic.



A. The granularity problem

One of the key issues that must be considered iswhat
to protect with public work. Because the parameterF
in the work function can use any number of properties
in the subsequent request, the mechanism is flexible and
can accommodate numerous approaches. For example,
one could use public work functions to protect specific
content by attaching them to items such as URIs, to
content advertisements in peer-to-peer networks like
Freenet [22], or to keys in DHTs [2], [3], [23], [24].
Another way public work could be used is to protect
TCP connection setups by attaching work functions to
the TCP handshake [14], [25]. Finally, public work could
be used to protect the location of services themselves by
attaching them to beacons in SOS and Mayday [1], [4]
or to DNS [26].

B. The issuing problem

Another fundamental problem in building public work
systems is how to protect the issuer itself against denial-
of-service. The public work approach provides two
salient features that are useful against such attacks. The
first is that issuing a public work function consists of
advertising a per-client random numberNC and difficulty
DC. This makes the issuing mechanism rather trivial
and makes implementations of the public work issuer
efficient and difficult to overwhelm. The second is that
the client only needs to be given a single, up-to-date
public work function from the issuer. The function, while
only given once, must then be solved for each new
request for service by the client. Because a legitimate
client only needs to be issued a single public work
function, a large number of duplicate requests to the
issuer from a malicious client can be easily identified and
dropped at the network edge. An adversary attempting
to disable the issuer using a botnet can only do so
using a single request per compromised machine. Such
a restriction requires the adversary to compromise an
enormous number of machines in order to sustain an
attack against the issuer. Still, for any system using the
public work approach, it is important to understand the
number of machines an adversary must compromise in
order to completely shut down access to the issuer by
legitimate clients.

C. The delivery problem

Related to the issuing problem is how public work
functions are delivered to clients. There are a range
of options that could be considered based on what is
being protected. The public work function could be

embedded in URIs or HTTP headers, attached to TCP
SYN/ACKs [25] or TCP puzzles [14], or included in
DNS advertisements. It could also be delivered via a
completely separate protocol or via new ICMP protocol
messages. The choice of delivery impacts the ability
to handle floods and spoofing. For example, consider
a service that embeds a public work function within
TCP SYN/ACKs. An adversary might flood the ser-
vice with spoofed TCP SYN packets from a target
victim. Assuming the issuer ignores duplicate requests
for public work functions, when the target victim later
attempts to get its associated work function, its request
will be dropped. Such a problem does not exist when
considering delivery mechanisms that are preceded by
a three-way handshake. Any public work system must
include a delivery mechanism that ensures that legitimate
clients are always able to obtain their corresponding
work function.

D. The verification problem

Much like floods against the issuer, public work
systems must be able to thwart denial-of-service attacks
against the verifier. The core contribution of the public
work approach is the ability to have any network device,
and in particular, those devices close to the adversary,
perform the verification of work. In addition, because
verification consists of executing the work function
SHA1 with the attached values ofF , NC, and the an-
swer A, the verification process can be made extremely
efficient. In this case, the verifier only needs to look up
the previously recorded public work function (NC, DC)
and ensure that:

SHA1(A,F,NC)≡ 0 mod DC

Assuming F is the flow identifier of the subsequent
request, this requires only a single pass through the
SHA1 compression function. Such an operation can be
performed in under 1µs on a commodity PC platform.

E. The asymmetry problem

While verification is always performed at the server
edge, one of the key challenges in the public work ap-
proach iswhereto place verifiers at the client edge. The
placement of client-side verifiers is driven by the fact that
the verifier must seeboth the public work function and
the subsequent request. Due to the inherent asymmetry
in routing in today’s Internet and the desire to drop
unwanted traffic as close to the source as possible, such
verification would ideally be performed by the client
operating system itself. However, since an adversary can



disable and modify software running on the client, this
approach can be subverted. Another approach would be
to embed the verifier in first-hop routers or at client-side
ingress filters [27]. While such an approach would be
difficult for adversaries to subvert, it requires state to
be kept in the network in the form of per-client public
work functions. An approach that combines the best of
both worlds is to use tamper-resistant code embedded in
hardware at the client. Such a facility is supported by
Intel’s Active Management Technology (AMT) platform
which is included in most modern Intel processors [28].
The AMT platform consists of a separate, secure co-
processor that only runs code signed by Intel. The co-
processor is hidden from both the user and the operating
system and is currently being used to filter outgoing
traffic that has been determined to be malicious and to
securely perform integrity checks on critical software.

F. The difficulty problem

As described earlier, the impact that proof-of-work
systems have on innocent clients often causes them to
fail. From an economic standpoint, in order for a proof-
of-work scheme to be effective, the amount of work
required of the “good guys” and the amount of work
required of the “bad guys” must differ significantly [29].
In particular, due to the sheer number of compromised
systems that exist today, a global difficulty setting is eas-
ily overcome by brute force. Stated slightly differently,
no proof-of-work system can function properly unless
difficulties are properly tailored based on the history
of client usage. With that in mind, one of the design
requirements for public work systems is that there is
a mechanism for the server or issuer to continuously
keep track of per-client resource consumption and to
deliver public work based on this resource consumption.
The accounting mechanism must itself be efficient and
handle large numbers of potential sources [30]. Rough
estimates of the current sizes of “Botnets” indicate that
large networks have up to 100,000 hosts, although this
figure now appears to be decreasing [31]. In addition,
the accounting mechanism must keep track of usage over
long time scales in order to thwart both persistent attacks
as well as shrews [32]. It is an open question whether or
not one can effectively manage the difficulty of public
work functions to thwart all forms of denial-of-service
attacks. Effective algorithms for properly managing per-
client difficulties are essential in order to successfully
deploy systems based on public work and to create long-
term incentives for proper behavior in networks.

G. The replay problem

One problem unique to puzzle systems is the ability
for an adversary to replay previously calculated answers
indefinitely. In the public work system, there are several
ways to address this problem. One would be to imme-
diately replace the client’s current work function with
a much more difficult one whenever a server detects a
client reusing an answer. Another would be to rely on
the verifier at the client edge to detect when individual
answers are being reused and to transparently drop such
requests. While both ways effectively shut down the
attack, they do so at the expense of the issuer and verifier.
Any public work system must address replay attacks and
develop mechanisms for ensuring that long-term replay
of answers is not beneficial to the adversary.

H. The spoofing problem

Although the proliferation of ingress filtering [27],
[33], [34] has made spoofing attacks rare, any public
work system must be able to handle spoofing without
causing service disruption to legitimate clients. There
are several potential ways an adversary can use spoofing
to attack public work systems. As described earlier, the
adversary could spoof requests for work functions from
a large number of clients to a single issuer to either
keep those clients from obtaining a work function or
to disable the issuer altogether. The adversary could
employ a reflector attack [35] and spoof requests for
work functions from a target victim to a large number
of servers to flood the target victim and prevent it
from obtaining any work functions. The adversary could
employ a poisoning attack [36] and spoof the work
function itself to keep a targeted victim from accessing
a particular service by giving it an extremely difficult
function to solve. The adversary could capture the public
work function of a target victim, solve the function,
and spoof large numbers of requests from the victim
in order to drive up the victim’s difficulty. Finally, the
adversary could spoof large amounts of traffic with
bogus answers in an attempt to disable the verifier.
There are several approaches for tackling the spoofing
problem based on what is being spoofed. For example,
connection spoofing on the Internet is typically handled
using sufficiently random sequence numbers and a 3-
way handshake [37], while DNS and web-site spoofing is
handled using public-key cryptography via DNSsec and
TLS [38]. Appropriate mechanisms must be developed in
order to make public work systems resilient to spoofing
attacks.



IV. CONCLUSION

The public work function approach adds two signifi-
cant new features to current proof-of-work systems. To
mitigate denial-of-service attacks against the issuer, its
work functions are given on a per-client basis instead
of a per-request basis. To mitigate floods against the
verifier and the network links leading to the server, it
supports public verification of work that enables network
devices close to the client to drop unwanted traffic.
While there are many fundamental problems that still
need to be addressed before it can be used, public work
is a promising approach for combating the problem of
unwanted traffic in today’s Internet as well as in a “clean-
slate” network design.
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